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ABSTRACT

Sentiment Analysis is a well-known field of Natural Language Processing that
is concerned with text classification. There is a vast number of papers, especially
for the English language, that present state-of-the-art results on many different
datasets using a variety of classification models. The aim of this work is to compare
machine learning models on different datasets in both Greek and English. In order
to achieve this aim, we used the well-known IMDb dataset from Stanford University,
which is very often used for the evaluation of new text classification models, and
one equivalent new dataset that we created in Greek from the Athinorama website.
For our experiments, we used the following models: Logistic Regression, Support
Vector Machine, Naive Bayes, Decision Trees, XGBoost, Convolutional Neural
Network, Long Short-Term Memory, Gated Recurrent Units, and Bidirectional
Encoder Representations from Transformers (BERT). The first five models were
combined with the TF-IDF vectorization technique, while the rest were combined
with the Word Embeddings vectorization technique. The results show that the best
classifier for sentiment analysis for both English and Greek is the pretrained BERT
model. The difference in language does not seem to have a significant impact on
the results, whereas the quality, the size, and the level of pre-processing of the data
appear to play a significant role in the classification process. The reason we chose
to deal with this work is the lack of research for the Greek language and our
contribution is the Athinorama Light dataset that could play a significant role in

future works for Greek language classification issues.
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1. INTRODUCTION

For thousands of years, people have been working on speech decoding in a way that
other people could recognise and understand in order to render something intangible like
the human voice into something tangible and easily manageable like a written text. The
first samples of this process were found in Mesopotamia and Egypt between 3400 and
3100 BC., with the invention of Cuneiform and Hieroglyphics respectively as the earliest
forms of writing. In the following centuries, new ideas and new necessities gave birth to
new forms of writing that consisted of alphabets and decimal numeral systems, with each
step of the development leading to a higher level of written form of the language. From
the Renaissance until the end of the Industrial Revolution, the development of linguistics
led to the creation of some less essential parts of writing in order to adapt to new
technologies such as the invention of typography which spread the use of fonts. All these
developments, along with others exclusively invented for the new digital revolution,
proved to be useful tools for Natural Language Processing.

Natural Language Processing (NLP) is the part of computer science that deals with
the automatic analysis and representation of the human language (Cambria & White,
2014). It started in 1950 with Alan Turing's paper “Computing Machinery and Intelligence”
(Turing, 1950), which led the race that was later started by the scientific community
regarding the development of algorithms and hardware in order to make machines solve
problems that normally need human-like reasoning to solve, not only in NLP but also in
other parts of Computer Science and Artificial Intelligence.

In 1954, the Georgetown—IBM experiment (Hutchins, 2004) achieved the first
encouraging results regarding machine translation, where sixty sentences in Russian
were translated into English. However, the rule-based approach proved to be inadequate
and future development in this area failed to meet expectations.

In the middle of the 1960s, the first chatbot named ELIZA was created at MIT by
Joseph Weizenbaum (Amity University et al., 2020). ELIZA was the first attempt at
creating a machine that could communicate on a basic level with a human in chat form.
Its structure was quite simple, without many capabilities besides answering questions in
a generic way using keywords from the user's previous messages. Nevertheless, in 1972
Kenneth Colby created a new implementation of the ELIZA chatbot named PARRY, which
was programmed to mimic the behavior of a patient suffering from paranoid
schizophrenia. PARRY managed to pass the Turing Test 52% of the time when it was
tested during the 1970s (Amity University et al., 2020).

In the 1980s, we witnessed the introduction of machine learning algorithms in NLP
due to the increase in the computational power of computers. That meant that the field of
NLP was moving away from the rule-based architecture of the programs, which was very
restrictive, and was entering a world with unlimited potential based on statistical methods.
The first samples of this new approach to NLP appeared in the field of machine translation
in 1988 at IBM Research Division (P.Brown et al, 1988), where statistical methods where
applied to large multilingual textual corpora created by the Parliament of Canada. The
results were a step forward compared to previous approaches; however, the problem was
not considered solved due to the non-generalizability of the system.



In the late 1990s, Deep Neural Networks began to appear in real-world problems
such as speech recognition, where a new recurrent neural network called Long Short-
Term Memory (Hochreiter & Schmidhuber, 1997) managed to avoid the vanishing
gradient problem and achieved great results at the time. In the following years, the
research was directed towards neural networks with new models such as the
Convolutional Neural Networks and Transformers (Vaswani et al., 2017).

Over the last decade, the growth of social media platforms and online encyclopedias
such as Twitter and Wikipedia, alongside the creation of many coding tools and
frameworks like NLTK, made NLP applications very popular in non-academic fields,
especially in the digital industry.

Major research organizations such as Alphabet Inc.!, OpenAl?> and Big Tech
companies?® developed great applications such as Google Translate, which works very
well, especially with small texts, Amazon’s and Apple’s virtual assistants, which can
answer questions, make recommendations and perform actions as well as Facebook’s
Ad Targeting, which can target consumers based on their Facebook posts.

Apart from these technological giants, it is now quite common even for small
commercial companies to have their own efficient chatbot on their websites or their own
data science team whose job is to analyze data extracted from social media monitoring
and customer reviews in order to improve their decision-making skills. Furthermore, in
recent years, NLP has emerged in the political field where sentiment analysis techniques
are used to predict voters’ intentions based on the comments they post on online social
networks.

In this work, we focus on sentiment analysis of text data with the use of supervised
machine learning algorithms. Sentiment Analysis is a part of Artificial Intelligence that lies
in the intersection of NLP and Natural Language Understanding. Its main purpose is to
extract and analyze the affective states of a text’'s content (Cambria et al., 2016). This
issue is divided into three main categories: a) the identification of sentiment polarity,
where the goal is to classify the content of a given text as positive, negative, or neutral,
b) the identification as objective or subjective text, and c) the emotion detection, where
the goal is to identify emotions in a text as furious, cheerful, depressed, disgusted etc.
(Cambria, 2016; Markopoulos et al., 2015; Nandwani & Verma, 2021; Tsakalidis et al.,
2018). The most popular techniques for performing sentiment analysis are the following
three: knowledge-based techniques, statistical methods, and hybrid approaches.
Knowledge-based techniques are usually applied with the use of a Sentiment Lexicon,
which is a list of semantic features for words and phrases that are applied to the texts we
want to analyze. Statistical methods are based on machine learning algorithms such as
SVM and Logistic Regression, or deep learning models such as CNNs, RNNs, and
pretrained models such as BERT. Finally, the hybrid approaches are a combination of
both knowledge-based and statistical methods. These techniques encompass a large part
of the machine learning spectrum (for sentiment analysis) since knowledge-based
techniques and statistical methods are classified as unsupervised and supervised
methods, respectively. In addition to politics and social media monitoring, sentiment

1 https://en.wikipedia.org/wiki/Alphabet Inc.
2 https://en.wikipedia.org/wiki/OpenAl
3 https://en.wikipedia.org/wiki/Big Tech
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analysis is used both in product analysis and market & competitor research. The objective
of this work is the application of sentiment analysis with supervised statistical methods in
movie reviews both in Greek and in English.

In the past, the research on sentiment analysis regarding the English language
achieved exceptionally good results in many cases, but for the Greek language the effort
was poor due to the absence of labeled datasets that even today are difficult to find as
well as the absence of coding tools for the preprocessing of text data in the Greek
language. Today, neither of these problems are considered insurmountable as web
scraping techniques and the proliferation of websites with reviews in Greek can solve the
first problem, while the creation of spaCy, which can support the Greek language, can
solve the second one.

2. TEXT CLASSIFICATION MODELS

2.1. Logistic Regression

Logistic Regression is a statistical model relevant to the Linear Regression model,
which depicts the relationship between an independent and a dependent variable with a
straight line in the following manner. Given a data set in the following form:

n
{yi!xilixiZJ e xip}i =1

of n paradigms where Y is the dependent variable and x¢ is the independent variables,
the Linear Regression model assumes that the relationship between Y and x* is linear
and is given by the following equation:

Vi = Bo + BiXix + -+ BpXip + &

wherei=1, 2,3, ..., nand ¢ is the error or the “noise” of the model (¢ essentially gives us
the parallel shift of the paradigm from the line). This relationship can be visualized as
follows:

20 10 10 20 30 20 50 60
Figure 1 Linear Regression Graph (Image source Wikipedia)



The optimization of the model is given by the minimization of the error. As a result of this
process, we have the change of the weights of the mentioned equation. Now the model
can predict the Y value of a paradigm by applying Xt to the resulting equation. This
statistical model is very useful when the dependent variable Y is continuous, but it is not
effective with a categorical dependent variable (for example True or False). Here enters
Logistic Regression which solves the problem with a logistic equation instead of a linear
one. The following equation enables us to manage binary problems:

log( ) = Bo + BiXix + BaXiz + -+ PpXip

1-Y
Now for a certain paradigm X¢ the result is a number between 0 and 1 or, in other words,

a probability that gives us the opportunity to classify a paradigm in distinct groups. The
logistic equation is visualized in the graph below:

ooooooo

Figure 2 Logistic Regression Graph (Image source Wikipedia)

Here the default threshold is 0.5. Everything above 0.5 is classified as 1 and everything
below 0.5 is classified as 0. All these features render this model ideal for classification
problems (Jiangiang & Xiaolin, 2017; Tripathi et al., 2020). Other applications that use the
Logistic Regression model, are, apart from text classification, image segmentation and
handwriting recognition.

2.2. Support Vector Machine

Support Vector Machine (SVM) in machine learning is a supervised learning model
that uses a decision boundary as an essential element to classify data. In the case of
linearly separable data, the model works as follows. Given a dataset in the following form:

n
{yl’ xlll le) e xlp}l — 1



of n paradigms where Y is the dependent variable (labels, y; =1 and y, = —1) and X'is
the independent variables (attributes), SVM creates a separating hyperplane that splits
the data into two sets with the largest possible margin. The hyperplane’s function has the
following form:

fX) = Bo + Prxin + Paxip + -+ Bpxip

)i = LA Bo + B1xi1 + BaXiz + -+ BpXip = 0
b= 1LA Byt Bixig + Boxip + o+ Bpxip <0

and the decision boundary is given by the solution of the following equation:

0 =By + P1xi1 + Baxiz + -+ BpXip
The correct location of the hyperplane is given by maximizing the margin which is defined
by the data of the two different sets. The following graph visualizes the result of this

procedure:

ToA

-
.

L1

.
A s
4 ’
Figure 3 Support Vector Machines, Decision Boundary (Image source Wikipedia)

If the data are not linearly separable, then a nonlinear mapping is used to transform the
data in another space of higher dimension, so a linear boundary can separate them. In
Sentiment Analysis, SVM is probably one of the most successful machine learning models
(Gautam & Yadav, 2014; Markopoulos et al., 2015; Rumelli et al., 2019; Neethu &
Rajasree, 2013), but it is also used in several other machine learning problems like face
recognition, image classification and handwriting recognition.
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2.3. Naive Bayes

Naive Bayes is another classifier borrowed from statistics based on Bayes theorem
that answers the following probabilistic problem: what is the probability of an event
happening based on prior knowledge of conditions that might be related to that event?
This problem is visualized with the following equation:

P(B|A)P(4) P(ANB)

PAB) =3B =~ r®

where A and B are events and P(B) # 0

In simple words, this model demonstrates that if there are two events A and B, then the
probability of A happening, given that B has already happened, can be calculated by
dividing the probability of the intersection of the two events by the probability of B. In a
classification problem that could be translated as follows. Given a data set:

n
{yi'xil'xiz'---xip}i =1

of n paradigms where Y is the dependent variable (set) and Xtis the independent variables
(attributes), then the probability of the paradigm x belonging in the class y is P(y|x).
Although Naive Bayes is a well-known classifier for sentiment analysis (Jiangiang &
Xiaolin, 2017; Tripathi et al., 2020), it is also often used in medical classification, multi-
class classification and real time prediction due to the low computational needs of the
algorithm.

2.4. Decision Tree

Decision Tree is a decision model used in statistics and machine learning based on
observations (or variables) about an item that are represented as the branches of a tree
and conclusions (or labels) about the item that are represented as the leaves of the tree.
There are two types of decision trees: a) regression trees, where the target variable can
take continuous values, and b) classification trees, where the target variable can take
distinct values and essentially represents the labels. Classification trees are used in this
work because of the nature of the problem which requires a segmentation of the space
of the paradigms based on their features in a distinct way. This procedure can be
visualized by the following graph:

11
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Figure 4 Decision Tree, Boundaries (Xiaoli Fern, 2008)

The benefit of decision trees is that the data do not require a lot of preprocessing as this
type of models can handle both numerical and categorical data. Another advantage of
decision trees is that the data that we want to classify do not need to be linearly separable,
as shown in the graph above. However, the main disadvantage of decision trees is that a
large dataset could create a very complex tree which would be very sensitive to overfitting.

2.5. XGBoost

XGBoost, or Extreme Gradient Boosting, is a classification and regression algorithm.
It is based on the gradient boosting technique which employs a combination of weak
prediction models (most of the time, decision trees) in order to create a stronger model
with better performance avoiding the above-mentioned overfitting problem. XGBoost was
created by Tiangi Chen (Chen, 2016) with the basic goal of the scalability of the algorithm
in all scenarios. Experiments showed that the system runs more than ten times faster
than existing popular solutions on a single machine (Chen, 2016) and most of the times
it achieves state-of-the-art results. Therefore, XGBoost has been a very popular algorithm
in recent years (Afifah et al., 2021; Hu et al., 2021) in many fields of machine learning
with great success in problems like store sales prediction, web text classification,
customer behavior prediction, and malware classification.

2.6. Neural Networks

Neural Networks are computing systems inspired by the biological neural
networks. A neural network is based on a collection of connected units or nodes called
artificial neurons, which loosely model the neurons in a biological brain. Each connection,
like the synapses in a biological brain, can transmit a signal to other neurons. An artificial
neuron receives a signal, processes it and then signals neurons connected to it. The
"signal" at a connection is a number, and the output of each neuron is computed by some

12



non-linear function of the sum of its inputs. The connections are called edges. Neurons
and edges typically have a weight that adjusts as learning proceeds. The weight increases
or decreases the strength of the signal at a connection. Neurons may have a threshold
such that a signal is sent only if the aggregate signal crosses that threshold. Typically,
neurons are aggregated into layers. Different layers may perform different
transformations on their inputs. Signals travel from the first layer (the input layer) to the
last layer (the output layer), possibly after traversing the layers multiple times. Neural
networks are trained by processing examples, each of which contains a known "input"
and "result", forming probability-weighted associations between the two which are stored
within the data structure of the net itself. The training of a neural network from a given
example is usually conducted by determining the difference between the processed
output of the network (often a prediction) and a target output. This difference is the error.
The network then adjusts its weighted associations according to a learning rule and uses
this error value. Successive adjustments will cause the neural network to produce output
which is increasingly similar to the target output. After a sufficient number of these
adjustments, the training can be terminated based upon certain criteria.

2.7. Convolutional Neural Network (CNN)

Convolutional Neural Network (CNN) is an artificial neural network that specializes
in processing data that have a grid-like topology such as images. CNNs are made up of
three kinds of layers; the convolutional layers, the pooling layers, and the fully connected
layer. The convolutional layer is the first layer of a convolutional network and it is where
the majority of computation occurs. The components it requires are input data, a filter,
and a feature map. The pooling layer performs dimensionality reduction, reducing the
number of parameters in the input. In the fully-connected layer, each node in the output
layer connects directly to a node in the previous layer. This layer performs the task of
classification based on the features extracted through the previous layers and their
different filters. CNNs are very efficient in problems related to image recognition and
image classification as they are designed to perform in such problems, but they have also
achieved great results in other parts of Al like NLP (Haque et al., 2019; Yenter & Verma,
2017). The following image shows the structure of a simple CNN:

13
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Figure 5 Convolutional Neural Network Structure (Image source Brilliant.org?)

2.8. Recurrent Neural Network (RNN)

A Recurrent Neural Network, or RNN, is a type of artificial neural network which
uses sequential data or time series data. Like feedforward and CNNs, RNNs utilize
training data to learn. They are distinguished by their “memory” as they take information
from prior inputs to influence the current input and output. Well-known RNNs are Long
Short-Term Memory, or LSTM, and Gated Recurrent Units, or GRU. In this work, we used
both models in our experiments. Long Short-Term Memory, or LSTM, (Hochreiter &
Schmidhuber, 1997) is a recurrent neural network used in the field of deep learning. Unlike
standard feedforward neural networks, LSTM has feedback connections and can process
not only single data points such as images, but also entire sequences of data such as
speech or video. LSTMs are specifically designed to avoid the long-term dependency
problem. A typical feature of an LSTM is that it can retain information for long periods of
time, something that is very useful in text classification problems. Gated Recurrent Units,
or GRU, (Merri, 2013) is a recurrent neural network that aims to solve the vanishing
gradient problem resulting from a standard recurrent neural network. GRU can also be
considered a variation of LSTM because both are designed similarly and, in some cases,
achieve equally excellent results. RNNs are specially designed for applications related to
NLP and they have great success in problems such as text classification, speech
recognition and machine translation.

2.9. Bidirectional Encoder Representations from Transformers (BERT)

Bidirectional Encoder Representations from Transformers, or BERT, is a
transformer-based machine learning model for NLP developed by Google (Devlin et al.,
2019). BERT is designed to pretrain deep bidirectional representations from unlabeled
text by jointly conditioning on both left and right context in all layers. As a result, the pre-
trained BERT model can be fine-tuned with just one additional output layer to create state-

4 https://brilliant.org/wiki/convolutional-neural-network/
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of-the-art models for a wide range of tasks such as question answering and language
inference, without substantial task-specific architecture modifications. In this work, we will
also use the Greek BERT® which is the Greek edition of BERT’s model created by the
Natural Language Processing Group of Athens University of Economics and Business®.
BERT is a relatively new algorithm, but it has managed to achieve great results in many
cases related to NLP including sentiment analysis on the IMDb dataset that we will use
in this work (Gao et al., 2019; Sanh et al., 2019; Sousa et al., 2019; Sun et al., 2019)

3. RELATED WORK ON SENTIMENT ANALYSIS

The essential idea behind this work is twofold: first, the application of supervised
machine learning models for sentiment analysis on an English dataset that is well
established and has produced excellent results in the past, and second, the application
of these models on a new Greek dataset that was made with the same principles as the
ones employed for the English one in order to evaluate and compare the results and draw
useful conclusions for applications in real problems, mainly in the Greek language.
Therefore, this part of this work is divided into two sections; the first section is dedicated
to research work on sentiment analysis for the English language, and the second one is
dedicated to research work on sentiment analysis for the Greek language.

3.1. Machine Learning Methods

In this first part of the related work concerning the English language, we will
examine papers that deal with machine learning models for sentiment analysis such as
Support-Vector Machines and Naive Bayes. Such techniques were applied in the
following paper where the researchers tried to analyze posts about electronic products
like mobile phones, laptops, etc. using a machine learning approach (Neethu & Rajasree,
2013) on a dataset that was created from Twitter. Twitter sentiment analysis is very difficult
compared to general sentiment analysis because of the nature of the data that come from
this platform. These data are very limited in length (only 140 characters each) and usually
contain slang and spelling mistakes. The dataset that the researchers created using
Twitter’'s API contained 1,000 tweets for training (5600 positive and 500 negative) and 200
tweets for testing (100 positive and 100 negative) which were manually annotated. The
pre-processing part of the process included the removal of the URLs, the correction of
the spelling mistakes, and the replacement of the slang words. The feature extraction was
performed in two steps. First, the researchers gave weights on hashtags and emoticons
because these characteristics can provide a lot of information about the sentiment of a
tweet, and then they described the tweets as a collection of words using unigrams. After
the creation of the feature vectors, they trained four different models: Naive Bayes,
Support Vector Machine, Maximum Entropy, and Ensemble classifiers. Ensemble

5 https://github.com/nlpaueb/greek-bert
6 http://nlp.cs.aueb.gr/
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classifiers, as the name suggests, is the combination of classifiers with the classification
results being given by the voting rule. In our case, they used the Naive Bayes, Support
Vector Machine, and Maximum Entropy classifiers. The results showed that all these
models had a similar performance except for Naive Bayes which achieved slightly better
results in precision but worse results in accuracy and recall. In addition, the results
showed that all these models and preprocessing techniques performed well in tweets
classification. These algorithms were implemented using built-in Matlab functions except
for the Maximum Entropy model that was implemented using the MaxEnt software.

Another paper on sentiment analysis with similar models applied to tweets is the
following (Gautam & Yadav, 2014), where the researchers deal with sentiment analysis
of customer reviews. The data that were used in this paper concerned labeled tweets that
were split into two high polarity categories (positive and negative) using the unigram
feature extraction technique. The dataset contained 19,340 tweets; 18,340 for the training
of the models and 1,000 for the testing. In the preprocessing stage, the repeated words,
stop words and punctuation symbols were removed in order to increase the quality of the
dataset. The feature extraction method that the researchers used extracted the aspect
(adjective) from the text. Later, this adjective was used to show the positive and negative
polarity in a sentence, which is useful for determining the opinion of the individuals, using
the unigram model. Finally, the classification process was performed with three models:
Naive Bayes, Maximum Entropy, and Support Vector Machine. The results of the
experiments were good regarding accuracy, with 88.2% for Naive Bayes, 85.5% for
Support Vector Machine and 83.8% for Maximum Entropy, but things were not as good
regarding precision where the results ranged between 33% and 50%. For the
preprocessing of the data and the implementation of the models, the researchers used
Python and the Natural Language Tool Kit.

The third and final paper regarding machine learning models for sentiment analysis
for the English language that we will examine has to do with sentiment analysis of movie
reviews using the very famous IMDb dataset (Tripathi et al., 2020). The researchers used
text classification techniques in the above-mentioned IMDb dataset that was taken from
Kaggle’s Challenge called Bag of Words Meets Bag of Popcorn. In the preprocessing
stage of the procedure, they cleaned the reviews from HTML tags, removed the stop
words and applied text normalization. In the feature extraction stage, the researchers
worked towards the limitation of the amount of the text of each review as the number of
features would become so big that the models could suffer from overfitting. For the
vectorization of the data, they used two techniques based on the Bag of Words model.
The first technique is called Count and the second one is called Term Frequency-Inverse
Document Frequency, or TF-IDF. These techniques can determine the importance of a
word in a review based on its frequency of occurrence on the dataset. In the final step,
the researchers applied the classification models that they had chosen, which, for this
work, were the following four: Logistic Regression, Naive Bayes, Decision Tree, and
Random Forest. The performance of these models was measured with five different
metrics, and more specifically, accuracy, Area Under Curve (AUC), F1- score, recall, and
precision. The results are presented in the following table:
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Table 1 Classification Results (Tripathi et al., 2020)

Results With Count (Metrics) Results With TF-IDF (Metrics)

ML Models ML Models

Accuracy | Precision | Recall F-score AUV Accuracy | Precision| Recall F-score AUV
Logistic Logistic

. 0.8728 | 0.8708 | 0.8777 | 0.8742 0.94 . 0.8914 0.882 0.9055 | 0.8936 0.96

Regression Regression
Naive Naive

0.8594 0.8566 0.8658 0.8612 - 0.8228 0.8285 0.8174 0.823 0.85
Bayes Bayes
Decission Decission
Tree 0.7134 0.7218 0.7014 0.7114 0.71 |Tree 0.7066 0.7098 0.7098 0.7114 0.71
Classifier Classifier
Rnadom Rnadom
Forest 0.8584 0.862 0.8558 | 0.8589 0.93 |Forest 0.8562 | 0.8597 | 0.8539 | 0.8568 0.93
Classifier Classifier

As we can see, Logistic Regression combined with TF-IDF had the best performance in
every metric that they used.

3.2. Deep Learning Methods

In this second part of the related work for the English language, we will focus on
papers that deal with deep learning models for sentiment analysis such as Long Short-
Term Memory and Convolution Neural Networks. In the first paper that we will examine,
the researchers introduced a word embeddings method obtained by unsupervised
learning based on large Twitter corpora (Jiangiang et al., 2018). Sentiment analysis was
applied on five different datasets collected from Twitter that had previously been used for
sentiment analysis in academic research. More specifically, they used five different
datasets: the Stanford Twitter Sentiment Test (STSTd) dataset, which consisted of 359
tweets split in 182 positive and 177 negative ones, the SE2014 dataset, which consisted
of 5,892 tweets labeled as positive and negative, the Stanford Twitter Sentiment Gold
(STSGd) dataset, which consisted of 2,034 tweets and that were manually labeled as
positive and negative, the Sentiment Evaluation Dataset (SED), which consisted of 2,648
tweets split in two categories, 1,658 positive and 990 negative ones, labeled by
Mechanical Turk workers, and finally, the Sentiment Strength Twitter dataset (SSTd),
which consisted of 2,289 positive and 1,037 negative tweets, also labeled manually. The
main goal of this paper was to reach conclusions on the effect of different types of
embeddings on different machine learning algorithms such as Support-Vector Machines
(SVM), Logistic Regression (LR) and Deep Convolution Neural Networks (DCNN), and
the comparison of the results of these algorithms on various datasets as the ones we
have already mentioned. The researchers used two types of techniques for word
vectorization: the above-mentioned Bag of Words, or BoW, and the GloVe-based
technique, which is a model for the pretraining of Word Embeddings. During the data
preprocessing stage of the text classification process, the researchers removed all the
non-ASCIl and non-English characters, URL links, numbers and stop words.
Subsequently, they replaced the negative references like the word “can’t” with the original
‘cannot” as well as the emoticons and emaoji icons with their original text form using an
emoticon dictionary. Finally, they expanded the acronyms and replaced the slang words
with their standard form. After the vectorization stage that we have already mentioned,
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the classification was applied to five combinations of models and vectorization
techniques. These models were BoW-SVM, BoW-LR (machine learning models
combined with Bag of Words), GloVe-SVM, GloVe-LR and GloVe-DCNN (machine
learning models combined with GloVe). At this point, we will focus a little more on the
latest model GloVe-DCNN, particularly on its architecture. The DCNN model contained
one input layer, three hidden layers along with three pooling layers and one output layer
that generated a probability value which determined the positive or negative class. On the
fully connected layers, dropout regularization was applied to avoid overfitting. The
hyperparameters for the DCNN were the following: the batch size was 128, the learning
rate was 0.001, the dropout rate was 0.5 and the activation function that they used was
the ReLU. In all of the experiments, 10-fold cross validation was applied and the models
were evaluated by the average accuracy of each experiment. The results showed that the
model with the best performance undoubtedly was GloVe-DCNN, with 87.62% accuracy,
which was accomplished on the STSTd dataset. On average, GloVe-DCNN achieved a
maximum improvement in accuracy of 19.14%. The conclusion of this paper was that the
Deep Neural Networks have a much better performance than other machine learning
models, especially when they utilize pre-trained word vectors.

In the second paper that concerns sentiment analysis for the English language with
deep learning models, the researchers applied text classification with the use of a Long
Short-Term Memory model with the well-known IMDb dataset that we have already
discussed (Qaisar, 2020). The researchers chose to use only 10,000 out of the 50,000
reviews. They split these reviews into 80% training data and 20% testing data.
Additionally, they used 10-fold cross validation to avoid the potential bias in the results.
In the preprocessing stage of the classification workflow, they removed the punctuation
symbols, stop words and hybrid links, all letters on the dataset were converted into
lowercase and, finally, they applied stemming to the words to convert them into their
original form. The vectorization of the data was done by a Python library called Genism,
which provided the Doc2Vec tool. For the classification process, the researchers used an
LSTM neural network with tree layers. The results have shown an 89.9% accuracy.

In the next paper, the researchers focused on an algorithm that combined a CNN
and an LSTM architecture in order to achieve better sentiment analysis performance on
the IMDb dataset (Yenter & Verma, 2017). In this paper, the preprocessing of the data
was performed with a method from Python’s Keras library. For this procedure, only a D
number of the most common words of the dataset constituted the dictionary that the
researchers used for the vectorization process that followed. The reviews were padded
in a certain length with the largest of these being cut to fit this length and the shorter ones
being filled with zeros. The hyperparameters they used for the preprocessing and the
embedding of the data were the following: the number of the words that constituted the
dictionary were 5,000, the length of the vectors was 500, and the dimensions of the
embedded words were 32. As we have already mentioned, the architecture of the models
consisted of CNN and LSTM characteristics. More specifically, the first layer of this model
was the embedding layer with the hyperparameters we have already discussed. The
results of the first layer were given to a b number of branches where each one started
with a 1-dimensional convolutional layer with a ¢ size kernel. The following layer of each
branch was an activation layer with ReLU activation function. The next layers were a max
pooling and a dropout layer which protected the model from overfitting. The next and final
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layer before the LSTM layer was a batch normalization layer. The LSTM layer was used
because it can process sequences of data, a feature which is very important for text data
processing as the context of a word depends on other words in a sentence and not only
the neighboring ones. After the LSTM layer, what followed was a concatenation layer that
simply merged the results of each branch into an array. The last layer was a dense layer
with a sigmoid activation function that classified the reviews into two classes; 0 for
negative sentiment and 1 for positive sentiment. The researchers performed a lot of
experiments with various hyperparameters, but the best results were achieved by a model
with a batch size of 128 and a number of branches (of the model) of 4. The optimal number
of kernels for the convolutional layer was 3,5,7, and 9 and for the pooling layer was 2, the
dropout was set at a rate of 0.5, each LSTM layer had 128 units, and the learning rate
was between 0.001 and 0.01 for the Adam and RMSprop optimizers. The best
performance of these algorithms achieved 89.5% accuracy, which, at the time, was a
great result on the specific dataset. The researchers mentioned that the biggest challenge
of this work was to avoid the overfitting of the model.

In the last paper on deep learning models for sentiment analysis for the English
language that we will examine, the researchers performed sentiment analysis on the
IMDb dataset, with three models which had a similar architecture to models that we have
already seen (Haque et al., 2019). The models that they used were CNN, LSTM, and a
hybrid LSTM-CNN. Here, we will focus on the results of the models as a reference point
for our work. The results are presented in the following table:

Table 2 Classification Results (Haque et al., 2019)

Evaluation CNN LSTM LSTM-CNN
Measure
Accuracy 0.90 0.88 0.89
Recall 0.95 0.82 0.90
Specificity 0.84 0.90 0.87
Precision 0.87 0.90 0.87
F1-Score 0.91 0.86 0.88

The conclusion that the researchers reached was that the CNN model outperformed the
LSTM and LSTM-CNN models on the sentiment analysis classification problem, but the
results are not far apart.

3.3. Methods based on Pre-Trained Models

Closing this section of papers which deal with sentiment analysis for the English
language, we will focus on pretrained models, particularly on Bidirectional Encoder
Representations from Transformers (BERT), which is a pretrained model based on
Transformers, specifically made for Natural Language Processing. The reason we will
mention this model is that there is an equivalent pretrained model that supports the Greek
language called GreekBERT and which we will use later in this work. BERT is a relatively
new technology, which is why not much work has been done on sentiment analysis with
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this algorithm. However, in these few papers that have been written, the results were
impressively good and have been state-of-the-art in many cases (Gao et al., 2019).

In the first paper that deals with the BERT model (Sousa et al., 2019), the researchers
created a procedure that contained, among others, sentiment analysis to evaluate
information from news articles in order to provide relevant information for decision-making
in the stock market, especially the Dow Jones Industrial (DJI) Index. This procedure
consisted of three stages. Firstly, the researchers collected and preprocessed the texts
of the news articles, secondly, they applied sentiment analysis based on the BERT model
and, finally, they concluded on the decision-making based on the results of the two
previous stages of the procedure. The news articles were collected with the use of the
Selenium framework from various websites such as the New York Times, the Washington
Post and Business Insider, among others. Selenium is a very popular and powerful tool
for web scraping and web browser automation that supports various programming
languages like Java and Python. With the use of the tools that we have already
mentioned, the researchers collected text data and manually labeled them positive,
negative, and neutral. After the labeling process, they tokenized the data with the use of
the WordPiece algorithm. For the vectorization process, they used a vocabulary of 30,000
tokens that came up from the dataset. The next step of the procedure was the fine-tuning
of the BERT BASE model where they used 10-fold cross-validation with the following
parameters: 12 layers, 768 hidden layers and 12 heads. The researchers compared the
results of the classification with other algorithms with various vectorization techniques
such as SVM combined with Bag of Words, SVM combined with TF-IDF, Naive Bayes
combined with Bag of Words, Naive Bayes combined with TF-IDF and textCNN combined
with fastText. The results are presented in the following table:

Table 3 Classification Results (Sousa et al., 2019)

Algorithm Accuracy Precision Recall F1-score
NB bow 0.610 0.593 0.557 0.503
SVM bow 0.628 0.627 0.609 0.601
NB tf-idf 0.610 0.607 0.568 0.542
SVM tf-idf 0.624 0.631 0.595 0.578
textCNN 0.739 0.703 0.500 0.569
BERT 0.825 0.750 0.713 0.725

Clearly, BERT outperformed every other algorithm. The final step of the procedure was
the analysis of the results in order to predict the stock market prices and trends, but the
examination of this topic is beyond the scope of this work.

In the last paper on sentiment analysis for the English language that we will examine,
the researchers investigated how to fine-tune BERT for text classification (Sun et al.,
2019). The way they approached this task was by performing various experiments with
different fine-tuning methods on many different datasets for text classification, with the
result of this process being a general solution for BERT fine-tuning. The experiments were
performed in two different languages, English and Chinese, on 8 different datasets, with
7 of them being in English and 1 of them being in Chinese. The models that the
researchers used for these experiments were the uncased BERT-base model and the
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Chinese BERT-base model. The experiments included three different text classification
tasks, and more specifically, sentiment analysis, question classification, and topic
classification. In the first part of the workflow, they preprocessed the data with the use of
the WordPiece embeddings algorithm with a 30,000 token vocabulary. In the
hyperparameters area, they used the BERT-base model with 768 hidden layers, 12
Transformer blocks and 12 self-attention heads. They further pre-trained the model, with
a batch size of 32, a max sequence length of 128, a learning rate of 5e-5, train steps of
100,000 and warm-up steps of 10,000. The dropout probability was always 0.1, the
optimizer that was used was Adam optimizer with 1 = 0.9 and B2 = 0.999, the base
learning rate was 2e-5, and the warm-up proportion was 0.1. Finally, they set the max
number of the epoch to 4. The results showed that the most important layer for text
classification is the first. Also, further pretraining of the model can boost its performance
and with a decreasing learning rate, BERT can overcome the catastrophic interference
problem. The researchers reported that they achieved state-of-the-art performances on
eight popular text classification datasets.

3.4. Sentiment Analysis for Greek Language

In this first part of the related work concerning the Greek language, we will provide
a brief overview of the work that has been done on sentiment analysis for the Greek
language. There are some papers that deal with this matter, but only a handful of these
are concerned with sentiment analysis with supervised methods.

In the first paper that we will examine, the researchers compared two different
methods of performing sentiment analysis (Markopoulos et al., 2015). The first method
was the one which we have already mentioned several times and that has to do with text
classification by machine learning algorithms such as the popular SVM (which they used
in this work), and the second one is a technique that employs a sentiment lexicon in order
to characterize a text as positive or negative by counting the frequency of specific polarity
words. This comparison is very important for this area because it shows the pros and
cons of a supervised method such as the machine learning-based one and an
unsupervised method like the lexicon-based one. To apply their methods, the researchers
created a dataset of hotel reviews that they collected from a travel website which is the
Greek equivalent of TripAdvisor. It consisted of 1,800 reviews split into two categories;
900 positive and 900 negative ones. The researchers excluded reviews that were
translated into Greek or reviews that were too short or too long in length, and more
specifically, with less than 30 or more than 250 words respectively. They manually
corrected the punctuation and spelling errors, and finally, they assigned a label (positive
or negative) based on their perception and the rate of the reviewer in order to create, as
they characteristically stated, ‘a proper training set’. The algorithms were applied with the
RapidMiner software, and more specifically, with its text mining extension. In the
preprocessing stage of the procedure, they tokenized the data, excluded words with less
than 4 and more than 25 characters and stop words which did not seem to make a
significant contribution to the training stage. In the vectorization stage, for the first method
they used TF-IDF, which is a way to vectorize data by giving a weight to each word with
a statistical method that reflects the importance of this word to the dataset. For the second
method, they used the Term Occurrence approach, or TO, which is a way to classify data
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by counting the polarity of each word that the text contains. To implement the TO method,
they created a Greek sentiment lexicon of 27,388 positive words and 41,410 negative
ones. For the implementation of the machine learning algorithm, they used 10-fold cross-
validation, and for the evaluation of the results, they used the measures of accuracy, recall
and precision. As expected, the results showed a better performance with the supervised
method (accuracy 95.78%) and considerably poorer results with the unsupervised
method. In general, the results showed that the supervised method had a much better
performance, but it needed time and labeled data in order to work, while the lexicon-
based method did not achieve great results, but it was fast and could be applied on the
spot without training. The results are presented in the following table:

Table 4 Classification Results (Markopoulos et al., 2015)

TF-IDF TO
Results Predicted Predicted Predicted Predicted
negative positive negative positive

Negative cases 880 20 323 481
Positive cases 56 844 0 899
Accuracy 95.78% 71.76%

Recall 93.78% 100%

Precision 97.69% 65.14%

In the next paper (Spatiotis et al., 2016), the researchers applied a multi-level
sentiment analysis on a text dataset with five different categories; very negative opinion,
negative, neutral, positive and very positive. They used 5 text classification algorithms,
and more specifically, J48, IBk, Multilayer Perceptron, PolyKernel and RBFKernel. The
dataset that they used consisted of 11,156 user-generated comments, each of which was
manually labeled; 133 of these were labeled negative, 584 were labeled unsatisfactory,
3,737 were labeled neutral, 3,217 were labeled satisfactory, and 3,485 were labeled very
positive. The following table shows the results which are presented with the accuracy
percentage of every algorithm:

Table 5 Classification Results (Spatiotis et al., 2016)

Classes 148 bk MLP_N_500 | PolyKernel_ |PolyKernel_ RBF RBF
Cc_1 c_10 Kernel_C_1 | Kernel_C_10

Class A 6% 7.50% 3.80% 0% 0% 0% 0%
Class B 18.70% 18% 10.80% 1.20% 1% 0% 0%
Class C 60.80% 55.70% 62.20% 62% 63.10% 51.50% 61%
Class D 49.50% 51.40% 57.60% 32.70% 32.80% 12% 31.10%
Class E 65% 65.40% 52.70% 72.70% 72.30% 79.90% 73.40%
Average 56% 54.90% 54.50% 53% 53.20% 45.70% 52.40%
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The results showed that the J48 algorithm had the best performance in terms of average
accuracy. This group of researchers followed up this work with a new paper (Spatiotis et
al., 2019) that aimed to improve the results of the previous one using discretization
techniques which are methods that change the values that are in a continuous form into
a discrete form in order to execute analysis processes. By applying text preprocessing
and by using discretization techniques, they managed to improve the performance of the
J48 algorithm on the same dataset but not substantially. Also, they concluded that
discretization techniques could reduce the time of making a classification model.

Finally, in the last paper that we will examine, the researchers’ goal was to evaluate
a vast amount of techniques that consisted of supervised and unsupervised methods
(Tsakalidis et al., 2018). More precisely, three experiments were performed on three
different sentiment-related tasks. The first task was sentiment analysis, where the goal
was to classify data into three sentiment classes; positive sentiment, negative sentiment,
and neutral sentiment. The second task was emotion analysis, where the goal was to
classify data into six emotion classes such as happy, unhappy, disgusted, etc. The third
and final task was sarcasm detection, where the goal was to classify data into two classes;
text with sarcastic content and text with non-sarcastic content. For these tasks, many
different datasets were used. For the first task, the researchers used three different
datasets. The first two were ‘TIFF’ and “TDF’ that were borrowed from a paper written by
Schinas and Herzig (Schinas & Herzig, 2013) and contained tweets in English and Greek
from two different festivals held in Thessaloniki - the first one was a film festival and the
second was a documentary film festival (for these datasets only the Greek tweets were
kept for the implementation of the classification). Finally, the third dataset that they used
was ‘GRGE’ that concerned the 2015 Greek legislative election and consisted of 2,309
tweets which were manually labeled. For the second task, the researchers used a dataset
made by Kalamatianos (Kalamatianos et al., 2015) that consisted of 681 tweets which
were manually labeled (the ‘disgusted’ and ‘angry’ emotions were excluded from the
experiment because of the low agreement of the annotators). For the third task, the
researchers created a dataset which was manually labeled and that consisted of 3,000
tweets. In the preprocessing stage, they performed procedures such as the lowercasing
of the words, replacement of URLs and usernames, tokenization of the text and removal
of all non-alphanumeric characters. In these experiments, the researchers did not perform
stemming or removal of the stop words because “these steps were found to have no or
negative influence on the sentiment analysis tasks” as they noted. For the experiments,
they used several algorithms such as Logistic Regression (LR), Random Forest (RF) and
Support Vector Machines (SVM) for the first and third task, and LASSO, Random Forest
for Regression (RFR), and Support Vector Regression (SVR) for the second task. The
results were very encouraging for all tasks, but as the researchers claimed “the major
advantage of our resources is highlighted in the cross-domain sentiment analysis task,
which is the task that motivates the creation of such resources. Given that it is impossible
to have annotated datasets for all domains and purposes, creating lexicons and resources
that can be used in a new domain is of the utmost importance in sentiment analysis.”
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4. METHODOLOGY

4.1. Datasets
English Dataset

Internet Movie Database (IMDb) is a well-known online database that contains
information and ratings for movies, TV series, video games, etc. created in 1993 in Wales.
In addition to other features of the website, there is a public section where users can
review and rate movies, TV series, etc. This means that it is possible to create a dataset
of tens of thousands of movie reviews with labels already defined by the users of the
website. This is exactly what was done in 2011 by a team from Stanford University (Maas
et al., 2011), where a dataset of 50,000 reviews was created. It was split into two
categories; 25,000 reviews with a positive label and 25,000 with a negative one.

IMDDb has a rating system of ten categories from 1 to 10, so the researchers initially
separated the reviews in three categories based on the score of the rate in order to create
a set of high polarity data the way they desired. Reviews with a score of less than 4 would
be the negative category, reviews with a score greater than 5 would be the positive
category and reviews with a score of 4 or 5 would be the neutral category. Of these
reviews, they kept only 25.000 of the negative and 25.000 of the positive reviews on
condition that the reviews for each movie did not exceed the number 30. Over the next
decade to date, this dataset would be considered one of the most popular datasets for
testing sentiment analysis algorithms (Haque et al., 2019; Qaisar, 2020; Untawale &
Choudhari, 2019; Yenter & Verma, 2017) and the results of these tests would become the
benchmark for future applications and the evaluation of new models.

Greek Dataset

The aim of this work is to compare the results and the performance of sentiment
analysis algorithms in two different languages, English and Greek. In order to achieve
that aim, we had to apply these algorithms to two different datasets with similarities not
only in the way they were created, but also in the essence of their content. As there are
not many labeled datasets in the Greek language, many options were considered for the
creation of a dataset that would meet the requirements of this work. Among these options
were Skroutz 7, which is the largest online shopping platform in Greece, the Greek part
of Twitter, Insomnia®, which is a very popular online Greek forum, and Athinorama °, which
is the Greek counterpart of IMDb. Each option had its pros and cons. The Greek part of
Twitter had millions of Greek messages to choose from, but there were no labels, which
was an essential element for this work. Skroutz contained a lot of rated reviews of many
different shops and products submitted by customers, but the anti-bot protection of the

7 https://www.skroutz.gr/
8 https://www.insomnia.gr/
° https://www.athinorama.gr/
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website would make the creation of the dataset very time-consuming and practically
impossible for the size of the dataset we intended to use in this work. Insomnia had
various text data, some with labels and some without, but the essence of these text data
were unique, and we were not able to find corresponding text data in the English
language. That is the reason we came up with the Athinorama dataset, which overcame
all these problems as the website did not have anti-bot defense, the reviews had already
been rated by the viewers and there was an equivalent dataset in English with movie
reviews from IMDb. The IMDb dataset would play a very significant role in this work as it
would be the dataset used to apply different algorithms in order to create a benchmark
for the experiments on the Greek language dataset. For this reason, our intention was to
create the Athinorama dataset based on the same principles employed in the creation of
the IMDb dataset.

Following these principles, we created a dataset using a web scraping program
made in Python. This program ran for 2 days, from 20/10/2021 to 22/10/2021, and
collected all the movie reviews of the website with the following restrictions: a) only
reviews in the Greek language were collected (reviews in Greeklish, English or with
English majority text were excluded), b) only rated reviews were collected, and c) only
reviews with a text length greater than 2 were collected in order to avoid reviews that
contained only a rate without text. In this first version of the Athinorama dataset, 15
categories of data were collected for each review as we can see in the following vector
['id number', 'greek title', 'original title', 'category’, 'director’, 'movie length', 'movie date',
‘author’, 'review date', 'review', 'stars’, 'label', 'mean of stars', 'number of reviews', 'url'].
Analyzing each category, 'id number' is an increasing number for each review, 'greek title'
is the Greek version of the title of the reviewed movie, 'original title' is the original title of
the reviewed movie, 'category' is the genre of film, 'director' is the director’s name, 'movie
length' is the length of the movie in minutes, 'movie date' is the date of the movie only in
years, 'author' is the nickname or the real name of the viewer, 'review date' is the review
date in years, 'review' is the raw review in Greek, 'stars' is the rate written in full, 'label' is
the rate of the movie on a scale from 0 to 5, 'mean of stars' is the mean of the rates of the
reviews for a certain movie, but only of the ones that we used for this dataset (the rates
of the reviews that we excluded were not counted), 'number of reviews' is the number of
the reviews we extracted from the website for each movie and the last category is the
URL of each movie. With this process, we managed to extract about 150,000 reviews of
6,481 different movies. This first version of the Athinorama dataset was full of different
data but it was not equivalent to the IMDb one, so we created a second Light version that
consisted of only two columns, the ‘review’ column and the ‘label’ column, and which met
the other conditions of the IMDb dataset, as previously mentioned. The Athinorama
website has a rating system with a scale from 0 to 5 which includes the following rates,
0,0.5,1,1.5, 2,25, 3, 3.5, 4,4.5 and 5, which means that we had 11 classes instead of
10 — which is how many classes the IMDb website has. In order to create a high polarity
dataset, we decided to create three classes; one with the top 4 ratings (ratings > 3), which
would be the positive class, one with the bottom 4 ratings (ratings < 2), which would be
the negative class, and one with the middle three (2, 2.5 and 3), which would be the
neutral class. From these reviews, we randomly kept only 25,000 of the positive and
25,000 of the negative reviews. The restriction of less than 30 reviews for each movie
was not applied due to the limited number of reviews. This Athinorama Light dataset was
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used for all the experiments on sentiment analysis we performed regarding the Greek
language.

Data Analysis

These two datasets show a lot of commonalities, but they have some differences
as well. The biggest structural difference between these two datasets, apart from the
different language, is the length of the reviews. The IMDb dataset has reviews with more
tokens per review than the Athinorama Light dataset which has shorter reviews in general.
More precisely, the IMDb dataset consists of reviews with 267 tokens per review and the
Athinorama Light dataset consists of reviews with 51 tokens per review. This is a fact that
can affect the results of the classification as it seems that the IMDb reviews contain more
information about the sentiment of the message than the respective Athinorama Light
reviews.

Tokens per review

Athinorma

Figure 6 Mean tokens per review, for IMDb and Athinorama Light

The second and most critical difference between these datasets is obviously the
languages and, more precisely, the structure of these languages. The English language
is a Germanic language with Latin influences that has many similarities to German and
French as they share a large part of their vocabulary. The Greek language does not share
these commonalities with English. There is only a small part of common vocabulary and
it is limited to scientific or artistic words. The Greek language also has other
characteristics like accentuation, which does not exist in English, as well as a different
inflection, which greatly affects the form of the words. The following image shows the
most common words in the IMDb dataset, with the restriction that only words with more
than four letters are depicted:
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As we can see, words like ‘movie’,

‘character’, ‘story’ and ‘scene’ are really

common, as was to be expected. The following image shows the most common words of
the Athinorama dataset, with the restriction that only words with more than five letters are
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Figure 8 Most frequent words in Athinorama Light
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We see words like ‘Tavia’, ‘oevaplio’, ‘oknvoBeaia’ kal ‘oivepd’ which are the most
common on a movie dataset, but we observed that words like ‘Taivia’, ‘Taivia’, ‘raivieg’ and
‘Taviag’ are also depicted at the same time. The same word appears with different
inflections and with or without accent, something that could affect the classification
models.

Table 6 Datasets comparison

Dataset name Athinorama Athinorama Light IMDb
Number of Reviews 148,795 50,000 50,000
Number of Labels/ 11 2 2
Classes
Tokens per Review 56 51 267
Columns/ ['id number', 'greek [review, label] [review, label]
Categories title', 'original title',

‘category', 'director’,
'movie length’,
'movie date',
‘author', 'review
date', 'review',
'stars’, 'label’,
'mean of stars',
'number of reviews',

'url']
Unique Values 143,912 48,929 49,581
(Reviews)
Reviews per class 5.0 33,541 Positive 25,000 Positive 25,000
40 25,116 Negative 25,000 Negative 25,000
3.0 17,687
0.0 15,244
2.0 12,014
1.0 9,810
3.5 9,796
45 9,632
25 6,514
0.5 5,158
1.5 4,283

4.2. Preprocessing

Leaving the datasets area and entering the first parts of the sentiment analysis
workflow such as the data preprocessing stage, we could face problems like sarcasm
detection and metaphor understanding, both of which are concepts that can affect the
results of the classification process. In the following paper (Cambria et al., 2017), the
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researchers tried to discover the reasons that artificial intelligence did not manage to
achieve human-like performance in the above mentioned problems along with a detailed
description of the data preprocessing that consists of a) Microtext Normalization, which
concerns the nature of short reviews or chat messages that tend to be misspelled and
contain slang and emoticons (Xue et al., 2011) - features that make them unsuitable for
classification problems, b) Part-of-Speech Tagging, which categorizes each word of a
sentence based on its part of speech (e.g. adjective, verb and noun), ¢) Lemmatization,
which converts each word into its base form, and finally d) Subjectivity Detection, which
aims to remove content that does not affect the results of the classification (Chaturvedi et
al., 2018) in order to make the algorithms more efficient. Application and evaluation of all
these techniques can be seen in the work of Jiangiang and Xiaolin (Jiangiang & Xiaolin,
2017) where the researchers tried to evaluate several well-known preprocessing
techniques. One of these techniques was the replacement of negative mentions with their
corresponding words because these words were important for the definition of the
emotion of a message, for example, the replacement of “can’t” with the word ‘cannot’.
Other techniques that they used was the removal of URLs, numbers, stop words, and
spelling correction where possible, especially in cases where letters were repeated in
words. For example, in Twitter messages, it is very common to use words like “cooool”.
This word can be replaced with the word “coool” and later with the correct word “cool”
with a simple algorithm that replaces letters that are repeated three times with only two
of the letters that are repeated. One last technique that was used was the expansion of
acronyms and the replacement of slang words with their standard forms with the aid of
an acronym dictionary. The researchers concluded that of all these techniques, only the
expansion of acronyms and the replacement of negative mentions and slang words affect
the result of the classification. On the other hand, the removal of URLs, humbers and stop
words were proven not to be very important for this kind of problems. Many of these
techniques along with the vectorization part of the sentiment analysis workflow that
follows will be used in some form in this work.

For this work, we performed experiments that included the preprocessing of the
text data, but we also included experiments with text data that were not fully
preprocessed. In both cases, we removed the HTML tags and URLs, which are tokens
without meaning, and we also removed the emojis from the Athinorama Light dataset
because these were tokens that did not exist in the IMDb dataset and we wanted both
datasets to have similar content. For the experiments with full preprocessing, we added
the following workflow. We applied the lemmatization process, which converted each
word to its base form except for the pronouns. Then, we converted each word into its
lower-case form to prevent the algorithm from being confused by the same words. Finally,
the tokenization process took place at the same time as the exclusion of the stop words
and punctuation symbols. In the following table, we can see some examples of the full
preprocessing of some reviews both in English and in Greek.
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Table 7 Greek language example

Original review Movie Images Vectorized review
avetravaAntro 3D [‘avetravaAntrrog', '3d',
KapTtouv. MiIAGue £TTaBa 'KapTw', "MIAW',
TIAGKa. Eva pikpoUAiko TTaBaivw’, "TTAGKa’,
aBwo KOTOTTOUAAKI ‘evad', 'MIKPOUAIKOG',
evavriov poxenpwv 'aBwo', 'KOTOTTOUAJKI',

eCwnIvwyv TToU B€AOUV Va
KATOKTAOOUV TO TTAQVATN
Kl va OTEPOOUV TV
eAeuBepia atrod Toug
KATOiKOUG Tou. Oa (o€l
EUTUXIOMEVO Jadi JE TOUG
@iloug Tou A Ba To Yrioouv
{wvTavo ol kakoi; Aev Ba

'MoxBnpng’, ‘eGwnivag)
'OEAW', 'KATOAKTW',
"TTAavATNG', 'oTEPW’,
'eAeuBepia’, 'kaToikod',
'‘CoW', "'eUTUXIOUEVO',
‘¢ikog’, ', 'UJFIUUU
'‘CwvTavo', 'kKakog',
'AEW', 'KaTaoTpEYw',

00G TTW PNV KATAOTPEWYW "TTAPTTOAAECS],
TIG TTAPTTOAANEG OEVAPIAKES 'oevaplakod),
EKTTAREEIG TTOU £X€El QUTO TO 'eKTTAAEN',

MIKPOUAIKO £110G. MIAGuE
yia TPEAG KAGoIpo! Afw
MAAIOTO va TTAW va TO
¢avadw auTr) TN opa JE
TNV TTapéa pou. Eipai

'UIKPOUAIKOG', '€TTOC",
"WIAGUE', 'TPEND',
'KAGo1uO', 'AfW', 'TTaw’,
'Cavadw', 'eopd’,
'mapéa’, 'oiyoupod',

Thlsilme the sky really is falling - Nov. 4

oiyoupog 611 Ba (Image source IMDb) 'evBouoiooTw',
gvBouaoiaoTouyv, Ba 'YeAGow', 'Tpayoudw’,
yeAdoouv, Ba ‘Cexaow', "wiauiot’,
Tpayoudrjcouv Kal Ba '‘wpa', 'Bapn’,
gexaoouyv yia piduiol wpa 'kaBnuepivoTnTa’,
Ta BApn TNG 'Taivia', 'Aecg’,
KabnuepivotnTag. Eivai 'OeKaTTEVTE', "'eupw’,
atro TIG TAIVIEG TTOU AEG OTI '€101TAPI0’, "TTANPWVOC',
Kal OEKATTEVTE EUPW VA EiXE 'euxapioTwg', 'xdow']

TO €101TAPIO Ba Ta
TARpwva guxapioTwg. Mnv
TO XAOETE yIa TiTTOTA!

As we can see, some words are not in the form that we expected in the vectorized review.
For example, ‘TTAfpwva’ after the preprocessing became ‘TAfipwvog’, which is not the
word that we expected. The correct word should have been ‘mAnpwvw’. That is a problem
resulting from spaCy and, more precisely, from the lemmatization function of the library.
The lemma__ function that we used for the lemmatization process provided the base form
of a token, with no inflectional suffixes. spaCy, especially in Greek, was pretrained in a
certain amount of data that may not contain some of the words of our dataset. That means
that in these cases, spaCy will try to guess the word that has to return with doubtful
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results. In English, things are much better probably because of the simpler grammar of
the language and the absence of many different inflectional suffixes for each word.
Nevertheless, this is a feature that would affect smaller datasets and not so much our

case where our datasets contain tens of thousands of reviews.

Table 8 English language example

Original review

Movie Image

Vectorized review

Let me start off by saying |
love Japanese cinema,
literature and culture
generally. I've seen many
Japanese movies and
enjoyed them, but
""Portrait of Hell"™" (aka
Jigokuhen) makes itself
ridiculous. The two
characters who dominate
the action -- the ""evil
lord"" in his privileged
bubble and the ""stubborn,
crazy artist"" are pure
types with zero subtlety or
nuance, and all their
actions emanate from
cartoonish extremes. The
film wants to show horrible
scenes of violence and
raw emotion but many of
these scenes are so over
the top they actually
become laughable and the
overall feeling is that of a
made-for-TV movie that
went off the rails. If this
rarely screened movie falls
in your hands or comes to
your town, spare yourself
and give it a pass.
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(Image source Wikipedia)

[let', 'start’, 'love’,
'lapanese’, 'cinema’,
'literature', 'culture’,

'generally', 'japanese’,
'movie’, 'enjoy’,
'portrait’, 'hell', 'aka’,
'jigokuhen’,
'ridiculous',
'character’,
'dominate’, 'action’, '--
', ‘evil', 'lord’,
'privileged’, 'bubble’,

'stubborn’, 'crazy’,
‘artist', 'pure’, 'type’,

'zero', 'subtlety’,

'nuance’, 'action’,

'emanate’,
'cartoonish’,
'‘extreme’, 'film’,

'‘want', 'horrible’,

'scene’, 'violence',

raw', 'emotion’,

'scene’, 'actually’,
'laughable’, ‘overall',
'feeling’, 'tv', 'movie’,
'rail', 'rarely', 'screen’,
'movie’, 'fall', 'hand’,

‘come’, 'town', 'spare’,
'pass']

4.3. Vectorization

Machine learning models are designed to manipulate numbers and make
predictions. For this reason, in order to apply these models, we need numerical data. For
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text-related classification problems, a very important step in the classification process is
to convert the data we want to use into a format consisting of numbers instead of text.
This process is called vectorization and there are many different techniques for doing it.
In the next section of this work, we will focus on some of the techniques that we applied
in our experiments.

In the vectorization stage we used two different techniques, the first one being
Term Frequency — Inverse Document Frequency, or TF-IDF (Markopoulos et al., 2015),
and the second one being Word Embeddings. TF-IDF is a vectorization technique that is
based on the Bag of Words, or BoW, technique (Harris, 1954), so in order to explain TF-
IDF, we had to start with BoW.

In the BoW technique, a vocabulary that contains all the unique words of the
dataset is created and the goal is to vectorize each review of the dataset by using that
vocabulary. The length of each vector is equal to the number of the unique words of the
vocabulary. Every word of the vocabulary has a certain position in that vector; if the word
exists in a review, then the number of the appearance of this word in that review is placed
in the corresponding position of the vector, otherwise the number 0 is placed. For
example, if we have the following vocabulary (you, nice, is, ice, scream, cream, all, that,
girl, boy), then the sentence ‘I scream, you scream, we all scream for ice cream’ could be
represented as (1,0,0,1,3,1,1,0,0,0). The problem with Bag of Words is that the
importance of the words results from the frequency with which they appear in a review,
which does not necessarily mean that it is the right criterion for the evaluation of words.
The solution to this problem is the TF-IDF technique which offers a better perspective in
placing weights on words. In this technique, there are two scores that are combined in
order to give the weight of a word. The first one is Term Frequency (TF), which is the
number of repetitions of a word in a review divided by the number of the words of that
review, and the second one is Inverse Document Frequency, which is the logarithm of the
number of the reviews of the dataset divided by the number of the reviews that contain
the word we have already mentioned. The key idea behind IDF is that words that appear
infrequently in a collection of documents tend to be more informative than the words that
appear frequently across many documents. Hence, each term in a document receives a
specific weight by multiplying these two scores.

The Word Embeddings technique uses n-dimensional word embedding vectors
instead of weights for each word of a review. Each dimension represents a general feature
to which a number from 0 to 1 is attached depending on how relevant this feature is to
this word. The reason we are doing this with Word Embeddings is because we want to
create an embedding space in which the words with similar meaning are relatively close
to each other, something that proves to be very efficient when training an algorithm (Tang
et al., 2016).

4.4. Accuracy Metrics

For the evaluation of our experiments, we used four different metrics: accuracy,
precision, recall, and F1-score. Most of the times, we used the classification ‘accuracy’ to
measure the performance of our model; however, accuracy is not enough to truly judge a
classification model, so for that reason, we also used the other three metrics.

For the description of these metrics, we will need four rates: the True Positive (TP),
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the True Negative (TN), the False Positive (FP) and the False Negative (FN).

Accuracy is the ratio of correctly predicted observations to the total observations.

TP+ TN
TP+FP+FN+TN

Accuracy =

Precision is the ratio of correctly predicted positive observations to the total predicted
positive observations.

TP
TP + FP

Precision =

Recall is the ratio of correctly predicted positive observations to all observations in actual
class.

TP
TP+ FN

Recall =

F1 Score is the weighted average of Precision and Recall.

Recall = Precision
F1Score = 2

Recall + Precision

4.5. Tools and Libraries

For the web scraping program, we used the Python programing language along
with the Beautiful Soup library, which is capable of pulling data out of HTML files, the
requests library, which allows us to send HTTP requests, and the langdetect library,
which was used for the detection of the Greek reviews and the rejection of those written
in English or Greeklish. For the preprocessing of the data, we used a relatively new
technology called spaCy, which is an open-source library written in Python for natural
language processing and which supports many languages, including Greek. spaCy uses
pipelines that are trained on written web text (blogs, news, comments) that include
vocabulary, syntax, and entities. There are many trained pipelines for each language. For
example, in Greek there is the el_core_news_sm (small), the el_core_news_md
(medium) and the el_core_news_lg (large) which differ in the size of the data that they
have been trained with. For this work, we used only the el_core_news_sm (small) and
the equivalent English one, the en_core_web_sm (small), as they are lighter than the
other two, and the vectorization techniques that we used for this work do not require the
use of more heavily-trained pipelines. For the punctuation symbols for both the Greek
and English text, we used the string library and its operation String.punctuation which
includes the following symbols: "#$%&'()*+,-./:;<=>?@[\]*_*{|}~. For the stop words for
the English text, we used the STOP_WORDS operation of the spaCy library. For the
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Greek text, we used a collection of stop words that were manually collected®. The
implementation of the models was achieved with Python libraries such as scikit-learn,
transformers and Keras, which are created for the development and the evaluation of
machine and deep learning models.

5. EXPERIMENTS

For this work, we used nine different models: Support Vector Machine (SVM),
Logistic Regression (LR), Naive Bayes (NB), Decision Trees (DT) and XGBoost (XGB),
which we combined with the TF-IDF vectorization technique and Convolutional Neural
Network (CNN), Long Short-Term Memory (LSTM), Gated Recurrent Units (GRU) and
Bidirectional Encoder Representations from Transformers (BERT!!), which we combined
with the Word Embeddings (WE) technique.

As we have already mentioned, the goal of this work is to compare machine
learning models on different datasets in Greek and English, so the architecture and
hyperparameters of these models must be identical in order for us to draw useful
conclusions. For this reason, we created nine different models that we used in both of our
datasets and we ran four experiments for each model. Half of these experiments had a
full preprocessed workflow for every review that included the lemmatization and the lower
casing of the words along with the exclusion of the stop words and punctuation symbols.
The other half of the experiments ran without any of these preprocessing steps, with the
exception of the lower casing of the words.

The experiments ran on three different programs. In the first program called
ML_models.py, five models were deployed using the sklearn and xgb libraries. In most
of these models, we used the default hyperparameters of the corresponding classes, the
only exception being the XGBoost.

* More precisely, for the SVM, we used the LinearSVC class with loss function
equal to ‘squared_hinge’, tolerance for stopping criteria equal ‘1e-4’ and
maximum number of iterations equal to “1000’.

« For the Logistic Regression, we used the LogisticRegression class with
solver equal to ‘Ibfgs’ and maximum number of iterations taken for the
solvers to converge equal to “100’.

« For the Decision Trees, we used the DecisionTreeClassifier class with
function to measure the quality of a split equal to ‘gini’ and splitter equal to
‘best’.

« For the Naive Bayes, we used the MultinomialNB class with smoothing
parameter equal to ‘1.0’, fit_prior equal to ‘True’ and class_prior equal to
‘None’.

« Finally, for the XGBoost, we used the XGBClassifier class of the xgb library
with max_depth equal to ‘7’, n_estimators equal to ‘300’ and objective equal
to ‘binary:logistic’.

10 https://github.com/explosion/spaCy/blob/master/spacy/lang/el/stop words.py
1 https://towardsdatascience.com/sentiment-analysis-in-10-minutes-with-bert-and-hugging-face-294e8a04b671
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In the second program called DL_models.py, we deployed three different deep
learning models using the Keras library. For all these models, we used the same five
hyperparameters. More precisely, the embedding vector length was 32, the maximum
length of the reviews was 100, the number of words of the vocabulary was 10000, the
batches’ size was 32 and all models ran for 10 epochs. For each of these models, we
used the ‘adam’ optimizer and the ‘binary_crossentropy’ loss function.

Finally, the third program called BERT_model.py concerns the BERT pretrained
model. For this program, we used the transformers library and the bert-base-uncased
(Kenton et al., 1953) pretrained model for the English experiments and the bert-base-
greek-uncased-v1'2 pretrained model for the Greek ones. For hyperparameters, we used
learning_rate equal to ‘3e-5’ and epsilon equal to ‘1e-08’.

To sum up, we examined four different experiments on two different datasets with
nine different models. One experiment on the nine models with the IMDb dataset with no
preprocessing of the reviews, a second experiment with the same dataset with full
preprocessed reviews, a third experiment on the nine models with the Athinorama Light
dataset with no preprocessing of the reviews, and finally, a fourth experiment with the
Athinorama Light dataset with full preprocessed reviews. For all our experiments, we split
our data into 90% training data and 10% testing data.

6. RESULTS

6.1. Results for the English Language

Starting with the experiments on IMDb datasets with no preprocessing, most of the
models achieved excellent results, ranging between 80 and 91 percent, apart from the
Decision Trees model, which did not achieve good results, reaching just 72 to 73 percent
in all metrics. As far as the equilibrium between these four metrics is concerned, the most
balanced models were SVM+TF-IDF, LG+TFIDF, LSTM+WE and DT+TF-IDF. In this part
of the experiments, the model with the best performance was SVM combined with the TF-
IDF vectorization technique, which achieved 90.6% accuracy and 90.7% F1-score, with
all other metrics giving a result over 90%.

12 https://huggingface.co/nlpaueb/bert-base-greek-uncased-v1
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Table 9 Results of IMDb experiments — No Preprocessing

IMDb - No Preprocessing
Accuracy Precision Recall F1-score
SVM+TF-IDF 0.906 0.901 0.914 0.907
LG+TF-IDF 0.899 0.893 0.909 0.901
DT+TF-IDF 0.724 0.725 0.730 0.728
NB+TF-IDF 0.865 0.889 0.838 0.863
XGB+TF-IDF 0.873 0.865 0.887 0.876
GRU+WE 0.900 0.892 0.910 0.901
LSTM+WE 0.886 0.891 0.880 0.886
CNN+WE 0.821 0.808 0.840 0.824
BERT+WE 0.898 0.889 0.910 0.900

IMDb - No Preprocessing

SVM+TF-IDF LG+TF-IDF DT+TF-IDF NB+TF-IDF XGB+TF-IDF GRU+WE LSTM+WE CNN+WE BERT+WE

B Accuracy M Precision Recall F1l-score

Figure 9 Graph of IMDb experiments — No Preprocessing

In the experiments with the IMDb dataset with full preprocessing, the results are
similar, albeit slightly worse. Again, the majority of the models achieved great results with
the exception of Decision Trees, but this time the model with the best performance was
BERT combined with the Word Embeddings vectorization technique, which achieved 90%
accuracy and F1-score. As far as the equilibrium between these four metrics is concerned
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the most balanced models were CNN+WE, BERT+WE and DT+TF-IDF. Also, BERT
achieved results close to 90% in all other metrics.

Table 10 Results of IMDb experiments — Full Preprocessing

IMDb - Full Preprocessing
Accuracy Precision Recall F1-score
SVM+TF-IDF 0.893 0.887 0.904 0.895
LG+TF-IDF 0.888 0.878 0.903 0.891
DT+TF-IDF 0.723 0.726 0.727 0.727
NB+TF-IDF 0.855 0.863 0.847 0.855
XGB+TF-IDF 0.871 0.864 0.885 0.874
GRU+WE 0.865 0.892 0.830 0.860
LSTM+WE 0.862 0.824 0.920 0.869
CNN+WE 0.855 0.858 0.850 0.854
BERT+WE 0.900 0.904 0.895 0.900

IMDb - Full Preprocessing

SVM+TF-IDF LG+TF-IDF DT+TF-IDF NB+TF-IDF XGB+TF-IDF GRU+WE LSTM+WE CNN+WE BERT+WE

B Accuracy M Precision Recall F1l-score

Figure 10 Graph of IMDb experiments — No Preprocessing

6.2. Results for the Greek Language

Entering the second part of this section, we can see that, in general, in the
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experiments for the Greek language with no preprocessing, the results were not as good
as the results for the English language. The maijority of the models achieved worse results
than the equivalent for the IMDb dataset. The only exception was the BERT model
combined with the Word Embeddings vectorization technique, which achieved the best
classification results, 92.3% accuracy and 92.2% F1-score, percentages that are the
highest of all experiments regardless of language. The rest of the models achieved results
between 84% and 87 %, with the exception of the Decision Trees model that achieved the
worst results, close to 72.2%. As far as the equilibrium between these four metrics is
concerned, the most balanced models were NB+TF-IDF, GRU+WE and BERT+WE.

Table 11 Results of Athinorama Light experiments — No Preprocessing

Athinorama Light - No Preprocessing
Accuracy Precision Recall F1-score
SVM+TF-IDF 0.869 0.876 0.864 0.870
LG+TF-IDF 0.864 0.878 0.848 0.863
DT+TF-IDF 0.722 0.728 0.717 0.723
NB+TF-IDF 0.871 0.874 0.870 0.872
XGB+TF-IDF 0.839 0.860 0.814 0.836
GRU+WE 0.862 0.858 0.868 0.863
LSTM+WE 0.841 0.807 0.896 0.849
CNN+WE 0.861 0.869 0.850 0.859
BERT+WE 0.923 0.930 0.914 0.922

Athinorama Light - No Preprocessing

i

SVM+TF-IDF LG+TF-IDF DT+TF-IDF NB+TF-IDF XGB+TF-IDF GRU+WE LSTM+WE CNN+WE BERT+WE

B Accuracy Precision Recall Fl-score

Figure 11 Graph of Athinorama Light experiments — No Preprocessing
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Finally, for the last experiments, the results regarding the Greek dataset with full
preprocessing were slightly worse than the one with no preprocessing. Again, the best
results were a product of the BERT model that was combined with the Word Embeddings
vectorization technique with 88.9% accuracy and 88.7 F1-score. The rest of the models
achieved results between 82% and 86%, apart from the Decision Trees model that
achieved the worst results, close to 72% accuracy. As far as the equilibrium between
these four metrics, the most balanced models were SVM+TF-IDF, LG+WE and CNN+WE.

Table 12 Results of Athinorama Light experiments — Full Preprocessing

Athinorama Light — Full Preprocessing
Accuracy Precision Recall Fl1-score
SVM+TF-IDF 0.855 0.855 0.86 0.858
LG+TF-IDF 0.859 0.862 0.858 0.860
DT+TF-IDF 0.720 0.719 0.733 0.726
NB+TF-IDF 0.854 0.844 0.872 0.858
XGB+TF-IDF 0.822 0.832 0.811 0.821
GRU+WE 0.836 0.849 0.818 0.833
LSTM+WE 0.840 0.825 0.862 0.843
CNN+WE 0.837 0.839 0.834 0.837
BERT+WE 0.889 0.903 0.872 0.887

Athinorama Light - Full Preprocessing

Iy

SVM+TF-IDF LG+TF-IDF DT+TF-IDF NB+TF-IDF XGB+TF-IDF GRU+WE LSTM+WE CNN+WE BERT+WE

B Accuracy Precision Recall Fl-score

Figure 12 Graph of Athinorama Light experiments — Full Preprocessing
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In the last part of the results section of this work, we compared the F1 Score for all
our experiments because this metric could provide us with a general evaluation of our
models. In the following table, we can see that the model with the best F1 score is, as
expected, BERT combined with the Word Embeddings vectorization technique. The only
exception is the results for the IMDb dataset without preprocessing as other models such
as SVM, LG and GRU achieved slightly better results.

Table 13 F1-score Comparison

Comparison of F1-score

Athinorama-NP | Athinorama-FP IMDb - NP IMDb - FP
SVM+TF-IDF 0.870 0.858 0.907 0.895
LG+TF-IDF 0.863 0.860 0.901 0.891
DT+TF-IDF 0.723 0.726 0.728 0.727
NB+TF-IDF 0.872 0.858 0.863 0.855
XGB+TF-IDF 0.836 0.821 0.876 0.874
GRU+WE 0.863 0.833 0.901 0.860
LSTM+WE 0.849 0.843 0.886 0.869
CNN+WE 0.859 0.837 0.824 0.854
BERT+WE 0.922 0.887 0.900 0.900

Comparison of Fl-score

SVM+TF-IDF LG+TF-IDF DT+TF-IDF NB+TF-IDF XGB+TF-IDF GRU+WE LSTM+WE

Athinorama - NP esssss Athinorama - FP

CNN+WE  BERT+WE

IMDb - NP s | M Db - FP

Figure 13 Graphs of F1-score Comparison
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7. CONCLUSIONS

In this work, we focused on the sentiment analysis of movie reviews for the Greek
and English language. We used two different datasets, one in the English language from
IMDb and another one in the Greek language from Athinorama which we managed to
create with the use of web scraping techniques. The Athinorama dataset was made under
the principles of IMDb because the goal was to compare the results of our classification
models in Greek and English texts, which meant that the two datasets should have the
same structure and content. For the practical part of this work, we used the Python
programing language along with various libraries and tools such as Beautiful Soup,
requests, spaCy, Keras and scikit-learn. We performed two kinds of experiments; one
with texts with limited preprocessing that included only the removal of the HTML tags,
URLs, emojis and the lowercasing of the words, and a second one with fully preprocessed
texts that included, in addition to the above, the lemmatization of the words and the
exclusion of the stop words and punctuation symbols.

The results of the experiments were really encouraging for both English and Greek.
In terms of accuracy, most of our models achieved results of between 82 and 92 percent.
More precisely, our top two models were the BERT model combined with the Word
Embeddings technique and the SVM model combined with the TF-IDF technique. Both
models achieved results of around 90 percent for the English dataset in all metrics. For
the Greek dataset, BERT achieved results close to or higher than 90 percent in all metrics,
and SVM achieved results of between 85.5 and 87 percent depending on the
preprocessing of the texts.

Starting with some general conclusions of our work, we can see that the
preprocessing of the data (lemmatization, stop words removal, etc.) does not contribute
significantly to a problem which contains such a large number of reviews. On the contrary,
the results of the experiments without preprocessing were better. It makes sense for
problems with limited data to use preprocessing because limited data means embedding
space with limited dimensions which is sensitive to frequently occurring words (such as
the stop words), but in our case with datasets with tens of thousands of reviews there is
no such need because we have the necessary size to train our models successfully. The
only thing we can achieve with preprocessing is to lose important information from our
data.

A second conclusion is that the Decision Trees model does not perform well in a
text classification problem. In all our experiments it was by far the worst classifier. The
rest of the models achieved, more or less, the same results with the exception of the
BERT model that was the most successful of all and the model that we recommend for
text classification problems for both the English and Greek language.

Finally, we observed a constant difference in the results of all of the classification
models in favor of the IMDb dataset (compared with the Athinorama Light), with the only
exception being the BERT pretrained model. We believe that this difference is not due to
the different languages (although this is a factor that influences the results), but mainly to
the different number of tokens of the reviews on the datasets we used. In the English
dataset we had 267 tokens per review, while in the Athinorama Light dataset we had 51
tokens per review, which meant that the IMDb dataset consisted of much more
information in each of the reviews than the Athinorama Light, which made the
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classification task easier for it.

In conclusion, we believe that the BERT pretrained model, especially its Greek
version that is of interest to us, is a model that can cope with the needs of sentiment
analysis for the Greek language and the results are just as good as for their English
counterparts.

Future extensions of this work could include the creation of new datasets in the
Greek language from different sources with different contents and the implementation of
much more supervised and unsupervised classification techniques.
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Appendix

ML_models.py

import pandas as pd

import spacy

from spacy.lang.en.stop_words import STOP_WORDS
sklearn.feature_extraction.text import TfidfVectorizer
sklearn.pipeline import Pipeline
sklearn.model selection import train_test split
sklearn.metrics import confusion_matrix

import string

stopwords_english = 1ist(STOP_WORDS)

stopwords_greek = set(

ad1aKoma at aKOpo akOpn okpifwg GAAa aAAd aAAaxoUu AAAEG GAAN AAAnv

GAANG OAA1WG OAAWTKA AAAO AAAOT OAAOIWG OAAOIWT1KA GAAOV AAAOG AAAOTE aAAou
GAAoOUC OAAwV Apo AUECA OUEOWG AV avA AVAUECA OVOUETOEU AVEU avTl avrimepa avtig

dvw avwtépw dEadva am amevavtl amd oanoPe Apo APAYE OPKETA OPKETEG

apX1KA 0G aUuplo oUTd AUTEG QuTH auTAV authg autd autol autdv autog autol auToug
autwv apoétou adou

BEBara PBePfarotata

Yyl yla ylati ypriyopa yupw

6a 6& deilva 6ev 6g&ra 6nBev 6nAadn 61 &ia dtopkwg &1kad 61kd 61kol 61KOG O61KOU
61koUug 616Aou SimAa 61xwg

€0V E0UTO €QUTOV €0UTOU E0UTOUG EOQUTWV E£yKA1lpO €yKaAlpwg eyw 6w €16gun €10e eipat
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)

punct = string.punctuation

nlp_greek = spacy.load('el_core_news_sm')
nlp english = spacy.load('en_core web sm")

flag 1 = True
while flag 1 == True:
dataset_selection = int(input("Select the dataset you want to use: give @ for the
IMDb and 1 for the Athinorama "))
if dataset_selection == 0:
df = pd.read_csv('IMDb_50.000.csv")
flag 1 =False
elif dataset_selection == 1:
df = pd.read_csv('Athinorama_50.000.csv")
flag 1 =False
else:
print("Wrong number")

df['label'].replace({'negative’':0, 'positive':1}, inplace=True)




flag 2 = True
while flag 2 == True:
num_of_reviews = int(input("Give the number of reviews you want to use for Senti-
ment Analysis. (The number of reviews must be even and greater than 100) "))
if num_of_reviews%2==0 and num_of_reviews>=100:
df 0 labels = df[df['label’]==0]
df 1 labels = df[df['label’]==1]
df 0 sample = df_© labels.sample(int(num_of reviews/2))
df 1 sample = df_1 labels.sample(int(num_of reviews/2))
df = df_0 _sample.append(df_1_sample)
print(df['label’'].value_counts())
flag 2 = False
else:
print("Remember the number of reviews must be even and greater than 100")

text_data_cleaning(sentence):
if dataset_selection ==

doc = nlp_english(sentence)
elif dataset_selection ==

doc = nlp_greek(sentence)
tokens = []
for token in doc:

if token.lemma_ !="-PRON-":

temp = token.lemma_.lower().strip()
else:

temp = token.lower_
tokens.append(temp)
cleaned_tokens = []
for token in tokens:
if dataset_selection ==
if token not in stopwords_english and token not in punct:
cleaned_tokens.append(token)
elif dataset_selection ==
if token not in stopwords_greek and token not in punct:
cleaned_tokens.append(token)
return cleaned_tokens

text_data_cleaning_no_lemmatization(sentence):
if dataset_selection ==
doc = nlp_english(sentence)
elif dataset_selection ==
doc = nlp_greek(sentence)
tokens = []
for token in doc:
if token.lemma_ !="-PRON-":




temp token. lower_
else:
temp = token.lower_
tokens.append(temp)
cleaned_tokens = []
for token in tokens:
if token not in punct:
cleaned_tokens.append(token)
return cleaned_tokens

flag 3 = True
while flag 3 == True:
lemma_no_stop_words = int(input("You want to apply lemmatization and stop words
removal? Give 1 for Yes or © for No "))
if lemma_no_stop words == 1:
tfidf = TfidfVectorizer(tokenizer = text_data_cleaning)
flag 3 = False
elif lemma_no_stop_words ==
tfidf = TfidfVectorizer(tokenizer = text_data_cleaning no_lemmatization)
flag 3 = False
else:
print("Give 1 for Yes or @ for No")

df[ 'review']
df['label’]

X_train, X test, y train, y test = train_test split(X, y, test size = 0.1, ran-
dom_state = 42)

print('1 SVM')
from sklearn.svm import LinearSVC

classifier = LinearSVC()

clf = Pipeline([('tfidf',tfidf), ('clf', classifier)])
clf.fit(X_train, y_train)

y_pred = clf.predict(X_test)

tn, fp, fn, tp = confusion_matrix(y_test, y_pred).ravel()
accuracy = (tp+tn)/(tp+fp+fn+tn)

precision = tp/(tp+fp)

recall = tp/(tp+fn)

flscore = 2*((recall*precision)/(recall+precision))
print(confusion_matrix(y_test, y pred))

print("Accuracy: {:.2f}%"'.format(accuracy*100))
print('Precision: {:.2f}%"'.format(precision*100))




print(‘'Recall: {:.2f}%"'.format(recall*100))
print('Fl-score: {:.2f}%"'.format(flscore*100))

print("")
print('2 Logistic Regression')
from sklearn.linear_model import LogisticRegression

classifier = LogisticRegression()

logreg = Pipeline([('tfidf',tfidf), ('logreg', classifier)])
logreg.fit(X_train, y train)

y_pred = logreg.predict(X_test)

tn, fp, fn, tp = confusion_matrix(y_test, y pred).ravel()
accuracy = (tp+tn)/(tp+fp+fn+tn)

precision = tp/(tp+fp)

recall = tp/(tp+fn)

flscore = 2*((recall*precision)/(recall+precision))
print(confusion_matrix(y_test, y pred))

print("Accuracy: {:.2f}%"'.format(accuracy*100))
print('Precision: {:.2f}%"'.format(precision*100))
print('Recall: {:.2f}%"'.format(recall*100))
print(‘'Fl-score: {:.2f}%"'.format(flscore*100))

print("")
print('3 Decision Trees')
from sklearn.tree import DecisionTreeClassifier

classifier = DecisionTreeClassifier()

dtc = Pipeline([('tfidf',tfidf), ('dtc', classifier)])
dtc.fit(X_train, y_train)

y_pred = dtc.predict(X_test)

tn, fp, fn, tp = confusion_matrix(y_test, y_pred).ravel()
accuracy = (tp+tn)/(tp+fp+fn+tn)

precision = tp/(tp+fp)

recall = tp/(tp+fn)

flscore = 2*((recall*precision)/(recall+precision))
print(confusion_matrix(y_test, y pred))

print("Accuracy: {:.2f}%"'.format(accuracy*100))
print('Precision: {:.2f}%"'.format(precision*100))
print(‘'Recall: {:.2f}%"'.format(recall*100))
print('Fl-score: {:.2f}%"'.format(flscore*100))

print('")
print('4 Naive Bayes')




from sklearn.naive bayes import MultinomialNB

classifier = MultinomialNB()

mnb = Pipeline([('tfidf',tfidf), ('mnb', classifier)])
mnb.fit(X_train, y_train)

y_pred = mnb.predict(X_test)

tn, fp, fn, tp = confusion_matrix(y_test, y_ pred).ravel()
accuracy = (tp+tn)/(tp+fp+fn+tn)

precision = tp/(tp+fp)

recall = tp/(tp+fn)

flscore = 2*((recall*precision)/(recall+precision))
print(confusion_matrix(y_test, y pred))

print('Accuracy: {:.2f}%"'.format(accuracy*100))
print('Precision: {:.2f}%"'.format(precision*100))
print('Recall: {:.2f}%"'.format(recall*100))
print(‘'Fl-score: {:.2f}%"'.format(flscore*100))

print("")
print('5 XGBoost')
import xgboost as xgb

classifier = xgb.XGBClassifier(max_depth=7, n_estimators=300, objective="binary:1lo-
gistic", random_state=42)

XGB = Pipeline([('tfidf',tfidf), ('XGB', classifier)])

XGB.fit(X_train, y train)

y_pred = XGB.predict(X_test)

tn, fp, fn, tp = confusion_matrix(y_test, y pred).ravel()
accuracy = (tp+tn)/(tp+fp+fn+tn)

precision = tp/(tp+fp)

recall = tp/(tp+fn)

flscore = 2*((recall*precision)/(recall+precision))
print(confusion_matrix(y_test, y pred))

print("Accuracy: {:.2f}%"'.format(accuracy*100))
print(‘'Precision: {:.2f}%"'.format(precision*100))
print('Recall: {:.2f}%"'.format(recall*100))
print('Fl-score: {:.2f}%"'.format(flscore*100))

DL_models.py

import numpy as np
import pandas as pd
import spacy




spacy.lang.en.stop_words import STOP_WORDS
tensorflow.keras.layers import *
tensorflow.keras.models import *
tensorflow.keras.optimizers import *
tensorflow.keras.preprocessing.text import Tokenizer as tk
keras.models import Sequential
keras.layers import Dense
sklearn.preprocessing import LabelEncoder
sklearn.model selection import train_test split
tensorflow.keras.preprocessing.sequence import pad_sequences
sklearn.metrics import confusion_matrix

import string

stopwords_english = 1ist(STOP_WORDS)

stopwords_greek = set(
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)

punct = string.punctuation

encoder = LabelEncoder()
nlp greek = spacy.load("el core news sm")
nlp _english = spacy.load("en_core web sm")

flag 1 = True
while flag 1 == True:
dataset_selection = int(input(“"Select the dataset you want to use: give @ for the
IMDb and 1 for the Athinorama "))
if dataset_selection ==
df = pd.read_csv('IMDb_50.000.csv")
flag 1 =False
elif dataset_selection ==
df = pd.read _csv('Athinorama_50.000.csv')
flag 1 =False
else:
print('Wrong number')

df['label’'].replace({'negative':0, 'positive':1}, inplace=True)
flag 2 = True

while flag 2 == True:
num_of_reviews = int(input(“"Give the number of reviews you want to use for Senti-

ment Analysis. (The number of reviews must be even and greater than 100) "))

if num_of_reviews%2==0 and num_of_reviews>=100:
df_0_labels = df[df['label’']==0]
df_1 labels = df[df['label']==1]
df 0 sample = df_0_labels.sample(int(num_of reviews/2))
df 1 sample = df_1 labels.sample(int(num_of reviews/2))
df = df_0_sample.append(df_1_sample)
print(df['label’'].value_counts())
flag 2 = False
else:
print("Remember the number of reviews must be even and greater than 100")

def text_data_cleaning(sentence):
if dataset_selection == 0:




doc = nlp_english(sentence)
elif dataset_selection == 1:
doc = nlp_greek(sentence)
tokens =
for token in doc:
if token.lemma_ !="-PRON-":
temp = token.lemma_.lower().strip()
else:
temp = token.lower_
tokens.append(temp)
cleaned_tokens = []
for token in tokens:
if dataset_selection ==
if token not in stopwords_english and token not in punct:
cleaned_tokens.append(token)
elif dataset_selection ==
if token not in stopwords_greek and token not in punct:
cleaned_tokens.append(token)
return cleaned_tokens

flag 3 = True
while flag 3 == True:
preprocessing = int(input("You want preprocessing? Give @ for No and 1 for Yes
"))
if preprocessing == 1:
X = 1]
counter = ©
for review in df['review']:
cleaned_review = "'
if counter<10:
print(counter,review)
review = text data_cleaning(review)
for word in review:

cleaned_review += "+word

if counter<1o:
print(counter,cleaned_review)
counter +=1

X.append(cleaned_review)

y = np.array(df[ "label’])
flag 3 = False
elif preprocessing ==
X = df['review']
y = df['label']
flag 3 = False
else:




print("Remember! Give True for Yes and False for No ")

X_train, X test, y train, y test = train_test_split(X, y, shuffle=True, test _size =
0.1, stratify=y, random_state = 42)

embedding vector_length = 32
max_review_length = 100
NUM_WORDS = 10000

batch_size = 32

epochs = 10

tok=tk(num_words=NUM_WORDS, filters="'!"#$%&()*+,-./:;<=>2@[\\]*_"{]|}~\t\n',
lower=True, split="' "', char_level=False, oov_token='Farid')

tok.fit on_texts(X train)

X_trainl = tok.texts_to_sequences(X_train)

X _testl = tok.texts to sequences(X_ test)

X_train2 = pad_sequences(X_trainl, max_review_length, padding='post', truncat-
ing="post")

X_test2 = pad_sequences(X_testl, max_review length, padding='post', truncat-
ing="post")

X_train3 = np.flip(X_train2, 1)

X _test3 = np.flip(X_test2, 1)

print("'")
print('6 GRU')

model_1 = Sequential()
model 1.add(Embedding(input_dim=NUM _WORDS, output_ dim=embedding vector_length, in-
put_length=max_review_length))

add(ConvlD(filters=100, kernel size=3, padding='same', activation='relu'))
_1.add(MaxPoolingiD())
_1.add(GRU(50, return_sequences=True))
_1.add(GRU(50))
_1.add(Dropout(@.5))
_1.add(Dense(100,activation="relu'))
_1.add(Dense(1, activation='sigmoid"'))

_1.compile(optimizer="adam', loss='binary_crossentropy',metrics="accuracy')
_1.summary()
_1.fit(X_train3, y train, batch_size=batch_size, epochs=epochs)

y_pred_test = (model 1.predict(X_test3) > ©.5).astype('int32"').reshape(len(X_test3))
tn, fp, fn, tp = confusion_matrix(y_test, y pred_test).ravel()

accuracy = (tp+tn)/(tp+fp+fn+tn)

precision = tp/(tp+fp)




recall = tp/(tp+fn)

flscore = 2*((recall*precision)/(recall+precision))
print(confusion_matrix(y_test, y pred_test))
print(‘"Accuracy: {:.2f}%"'.format(accuracy*100))
print('Precision: {:.2f}%"'.format(precision*100))
print(‘'Recall: {:.2f}%"'.format(recall*100))
print('Fl-score: {:.2f}%"'.format(flscore*100))

print("")
print('7 LSTM'")

model 2 = Sequential()
model 2.add(Embedding(input_dim=NUM _WORDS, output_dim=embedding vector_length, in-
put_length=max_review_length))
model 2.add(Dropout(0.2))
model 2.add(LSTM(32))
_2.add(Dense(units=256, activation='relu'))
_2.add(Dropout(0.2))
_2.add(Dense(units=1, activation="sigmoid'))
_2.summary ()
_2.compile(loss="binary crossentropy', optimizer='adam',metrics=["accuracy'])
_2.fit(X_train3, y_train, batch_size=batch_size, epochs=epochs)

y_pred_test = (model 2.predict(X_test3) > ©0.5).astype('int32").reshape(len(X_test3))
tn, fp, fn, tp = confusion_matrix(y_test, y_pred_test).ravel()

accuracy = (tp+tn)/(tp+fp+fn+tn)

precision = tp/(tp+fp)

recall = tp/(tp+fn)

flscore = 2*((recall*precision)/(recall+precision))

print(confusion_matrix(y_test, y pred_test))
print('Accuracy: {:.2f}%"'.format(accuracy*100))
print('Precision: {:.2f}%"'.format(precision*100))
print('Recall: {:.2f}%'.format(recall*100))
print('Fl-score: {:.2f}%"'.format(flscore*100))

print('")
print('8 CNN')

model 3 = Sequential()

model 3.add(Embedding(NUM_WORDS, 100, input_length=max_review_ length))
_3.add(Conv1D(1024, 3, padding=‘valid', activation='relu', strides=1))
_3.add(GlobalMaxPoolinglD())
_3.add(Dropout(0.5))
_3.add(BatchNormalization())
_3.add(Dropout(0.5))




_3.add(Dense (2048, activation='relu'))

_3.add(Dropout(0.5))

_3.add(BatchNormalization())

_3.add(Dropout(0.5))

_3.add(Dense(1, activation="sigmoid"'))

_3.summary ()

_3.compile(loss="binary crossentropy', optimizer='adam',metrics=["accuracy'])
_3.fit(X_train3, y _train, batch_size=batch_size, epochs=epochs)

y_pred_test = (model 3.predict(X_test3) > ©0.5).astype('int32").reshape(len(X_test3))
tn, fp, fn, tp = confusion_matrix(y_test, y_ pred_test).ravel()
accuracy = (tp+tn)/(tp+fp+fn+tn)

precision = tp/(tp+fp)

recall = tp/(tp+fn)

flscore = 2*((recall*precision)/(recall+precision))
print(confusion_matrix(y_test, y pred_test))

print('Accuracy: {:.2f}%"'.format(accuracy*100))
print('Precision: {:.2f}%"'.format(precision*100))
print('Recall: {:.2f}%"'.format(recall*100))

print('Fl-score: {:.2f}%"'.format(flscore*100))

BERT_models.py (colab code)

import spacy.cli
spacy.cli.download("el core_news_sm")

import tensorflow as tf

import numpy as np

import pandas as pd

import spacy

from spacy.lang.en.stop_words import STOP_WORDS

import string

from transformers import BertTokenizer, TFBertForSequenceClassification
from transformers import InputExample, InputFeatures

from transformers import AutoTokenizer

from google.colab import drive
drive.mount('/content/drive")




stopwords_english = 1ist(STOP_WORDS)

stopwords_greek = set(

ad1dKkoma a1l akoOpo okOpn akplPwg AAAA oAAd aAAaxoU AAAEG AAAN AAANV

GAANG OAA1WG OAAWTKA AAAO AAAOT OAAOWG OAAOIWT1KA GAAOV AAAOG AAAOTE aAAou

GAAouG GAAWV dpa AUECO AMEOWG OV avd avApeoa avopeta&u dveu avti avrimepa avtig

dvw avwtépw dEadva am ameévavti amd oanmoPe Apa APAYE OPKETA OPKETEG

OpPX1KA 0G aUp1lo OUTA QUTEG QUTH QUTHV OQUTHG aUTO autol QUTOV aUTOG auToU QUTOUG
autwv adotou adpou

BEBala PBeParotata

y1l yia yiati ypriyopa yupw

6a 6e beiva 6ev 6e€1d 6nbev 6nAadn 61 61a Srapkwg &ikd 61kd dikol 61KOG 61koU

61koUug 616Aou SimAa 61xwg

€AV €aUTO €aUTOV €0UTOU €0UTOUC €AUTWV €ykailpa eykaipwg eyw €6w €16epni €1Be eipat
€lpoote €ilval €1¢ €iloal €ilooote €ilote eite €ixa eixape eixav €ixote eixe €ixeg €kaota
€KOOTEG EKOOTN €KOOTNV E€KOOTNG E€KAOTO €£KOOTOl E£KOOTOV EKOOTOG EKAOTOU EKAOTOUG E€KA-
OTWv

ekel ekelva ekelveg ekelvn ekelvnv ekelvng ekeivo ekelvol ekelvov ekelvog ekeivou
€KET1VOUG €KETVWV EKTOG €MAG EPETLG EUEVO EUMPOG EV EVA EVOV €VAG EVOG €VTEAWG €VTOG
evavtiov €&ig e&oitiag emimAéov emOuevn eVTWUETOEU evw €& €Eadva €€foc €Eioou €Ew
EMAVW

eneldn €nelta eni emiong emMOpEVWG €0AG €0e1G €0€va €0TW €0U €TEPA ETEPAL ETEPAG E£TE-
PEG

ETEPN ETEPNG ETEPO ETEPOL ETEPOV ETEPOG ETEPOU ETEPOUG ETEPWV ETOUTO ETOUTEG €TOUTN
gTouTnVv

€TOUTNG ETOUTO €TOUTOLl €TOUTOV €TOUTOG E€TOUTOU E£TOUTOUG E€TOUTWV €TOl €UYE €UBUG EUTU-
XWG €GEENG

EXEL EXELG EXETE EXOUE EXOUUE EXOUV EXTEC EXW EWG €ylvav €YLlLVE €Kave €E1 €xovtag

n Aén fuaoctav HUOCTE AUOUV rjOOCTAV MOOCTE HOOUV ATAV NTAVE ATOl fTTOV
Oa
1 161a 161a 16tav 16ilag 161eg 1610 16101 161ov 16100 1610G¢ 161ou 1610ug 161wv 161wg

1l 1t

1oape 1ola 1owg

KaBe kabepia kabepiag kabeva kabevag kKobBevog kabBeti kKabBoAou KaBwG KOl KAKA KOKWG KAAX
KOAWG Kaptia kopiav Kopiog KAUMOOO KAUMOOEG KAUMOON KAUMOONV KAUTOONG KAWUTOOO KAMTOCOo1
KAUMOOOV KAUMOOOG KAMITOOOU KAUMOOOUG KOMMOOWV KAVELG KAVEV KAVEVA KOAVEVAV KAVEVAG
KAVEVOG KAMO1a KAmOo1av KAMO1aG KAMO1EG KAMO10 KAMO10l KAMO10V KAMO10G KAMO10U KO-
TIOLOUG

KATO1WV KAMOTE KAMOU KAMWG KAT KATA KAT1 KOT1T1 KATOMlV KATW K1OAAG KA KOVTA KTA KU-
pilwg

Alyakl Alyo Aiyotepo AOyw Aolmd Aolmov

pa poall pakdpl pakpud pAAloTta POAAOV poG HE peEBaUplo peiov HEAEL MEAAETAL MEULAG MEV
MEPLKA MEPLKEG MEPLKOT HEPTLKOUG MUEPLKWV HECOA MET META METOEU MEXPL MN MASE pnv HATWG
MNATE pla plav plag MOALG HOAOVOT1 MOVAXO MOVEG MOVN HOVNV HOVNG MOVO HOVO1l HOVOMLAG
HOVOG MOVOU HOVOUG MOVWV HOU UIMOPET UMOPOUV UMPOG HECW Jio  HEOW




va val vwpig

Eava Eadvika

0 01 OAa OAEG OAn OAnv OAng O6Ao oAoyupa OAO1 OAovV OAOVEV OAOG OAOTEAQ OAou OAoug OAwv
OAwG oAwc616A0U OpwG Omoila omoladrmote omoiav omolavléAnmoTe omoiag omoiog omolacdrimote
onoldénmote

omol1eg omoleodnmote Omoi1o omoi1odnHmote Omoi1ol Omolov OonmolovoNmoTe Omo10G Onmo1oodrmotTe
omolou omo1oudnmoTeE omoioug OmMO1OUCOATIOTE OMOiwv OMO1WVOATOTE OMOTE OMOTESHTOTE OMOoU
omoudnmote ONMwWG OPLOPEVOA OPLOMEVEG OPLOMEVWV OPLOHEVWG OC0 00adNTIOTE O0EG 00e0dnmotTe
oon oondéimote 6onv oconvénmote 6ong oonodnmote 600 o0cobrimotTe 6001 00016MTOTE OCOV O-
oovénmnote

000G 000CO6NMOTE OCOU OCOUSATIOTE OOOUG OCOUCONTIOTE OOWV OOWVAONTMOTE OTavV OT1 OT18NMOTE
Otou ou oud€ oUte Ox1 omoia omoieg omoio omoiol omdéte oG

mavw Topd TmeEpl TMOAAA TOAAEG TOAAOl TOAAOUG TOU TPWTA TPW-

TEG TPWTN TPWTO TPWTOG TWG

TMAA1 mdvta MAVTOTE TavtoU TMAVIWG Tdpa MEPA TEPL MEPLMOU MEPLOCOTEPO MEPCL MEPUOL LA
nibavov

nio miow mMAAL MA€ovV ANV TO1d TMO1dv TO1AG TO1EG MO10 Tolol moldv MmMo1oG moloU mo1oUg
MOlWV TIOAU TOOEG TOCON TMOCNV NMOONG MOCO1 MOCOG NMOOOUG TOTE MOTE ToU Noubs moubeva Tpe-
el

TPV TIPO TIPOKETUEVOU TPOKELTAL TMPOMEPOL MPOC TPOTOU TMPOXOEC TMPOXTECG MPWTUTEPA TWG

ooV 00G OE OE1G OOU OTA OThH OTNV OTNG OT1G OTO OTOV OTOU OTOUG OTWV CUYXPOVWG

OUV OUVAMO CUVETWG OUXVAG CGUXVEG OUXVH OUXVHAV GUXVHG ouxvo cuxvol ouxvov

OUXVOG CGUXVOU OUXVOUG CUXVWV CUXVWG oXeSOV

To TAde TOUTa TAUTEG TAUTN TAUTNV TAUTNG TAUTOTOUTOV TAUTOG TAUTOU TOUTWV TAXO TAXOTE
teAevtala TeAevutailo TeEAeuTtaloG TOU Tpla TPLTN TPELG TEALKA TEALKWG TEG TETOLA
TETOAV

TETO10C TETOLEC TETOLO TETOLOL TETOLOV TETO1OC TETO1OU

TETO1OUG TETOWWV TN TNV TNG Tl TIMOTA TIMOTE T1G TO TOl TOV TOO TOOA TOOEC TOON TOONV
TOONG TOCO TOOO1 TOCOV TOCOG TOOOU TOOOUG TOOWV TOTE TOU TOUAAX1OTO TOUAAX1OTOV TOUG
TOUG TtouTta

TOUTECG TOUTN TOUTNV TOUTNG TOUTO TOUTOl TOUTO1G TOUTOV TOUTOG TOUTOU TOUTOUG TOUTWV
TU)OV

TWV Twpa

UTT UTEP UMO umoyn umoylv UoTEpPQA

XwplG xwpilotad

W WG WOAV WOOTOU WOTIOU WOTE WOTOOO WY

"t osplit()

)

punct = string.punctuation

nlp greek = spacy.load("el core news sm")

nlp english = spacy.load("en_core web sm")

flag 1 = True




while flag 1 == True:
dataset_selection = int(input("Select the dataset you want to use: give @ for the
IMDb and 1 for the Athinorama "))
if dataset_selection ==
df = pd.read_csv('/content/drive/MyDrive/Datasets/IMDb_50.000.csv")
model = TFBertForSequenceClassification.from_pretrained("bert-base-uncased")
tokenizer = BertTokenizer.from pretrained("bert-base-uncased")
flag_1 =False
elif dataset_selection == 1:
df = pd.read_csv(r )
tokenizer = AutoTokenizer.from_ pretrained("nlpaueb/bert-base-greek-uncased-
vi")
model = TFBertForSequenceClassification.from_pretrained("nlpaueb/bert-base-
greek-uncased-v1")
flag 1 =False
else:
print('Wrong number')

df['label'].replace({'negative':0, 'positive':1}, inplace=True)

flag 2 = True
while flag 2 == True:
num_of reviews = int(input(“"Give the number of reviews you want to use for Senti-
ment Analysis. (The number of reviews must be even and greater than 100) "))
if num_of_reviews%2==0 and num_of_reviews>=100:
df_0_labels = df[df['label’]==0]
df_1 labels = df[df['label']==1]
df_0 sample = df_0_labels.sample(int(num_of reviews/2))
df 1 sample = df_1 labels.sample(int(num_of reviews/2))
df = df_0_sample.append(df_1_sample)
print(df['label’'].value_counts())
flag 2 = False
else:
print("Remember the number of reviews must be even and greater than 100")

text_data_cleaning(sentence):
if dataset_selection ==
doc = nlp_english(sentence)
elif dataset_selection ==
doc = nlp_greek(sentence)
tokens = []
for token in doc:
if token.lemma_ !="-PRON-":
temp = token.lemma_.lower().strip()
else:




temp = token.lower_
tokens.append(temp)
cleaned_tokens = []
for token in tokens:
if dataset_selection ==
if token not in stopwords_english and token not in punct:
cleaned_tokens.append(token)
elif dataset_selection == 1:
if token not in stopwords_greek and token not in punct:
cleaned_tokens.append(token)
return cleaned_tokens

flag 3 = True
while flag 3 == True:
preprocessing = int(input("You want preprocessing? Give @ for No and 1 for Yes
"))
if preprocessing == 1:
X =[]
counter = 0
for review in df['review']:
cleaned_review = "'
if counter<10:
print(counter,review)
review = text data_cleaning(review)
for word in review:
cleaned_review += ' '+word
if counter<ie:
print(counter,cleaned_review)
counter +=1
X.append(cleaned_review)

y = np.array(df[ "'label'])
flag 3 = False
elif preprocessing ==
X = df['review']
y = df['label’]
flag 3 = False
else:

print("Remember! Give True for Yes and False for No ")
df _review = pd.DataFrame(X)
df_label = pd.DataFrame(y)
df = df_review.assign(label=df_label)

df = df.rename(columns={"'review': 'DATA COLUMN', 'label’: ‘LABEL_COLUMN'})




df[df['LABEL_COLUMN']==0]
df[df['LABEL_COLUMN']==1]

df_train_ @ = df @.iloc[:22500,:]
df _train_1 = df_1.iloc[:22500,: ]
train = df_train_0.append(df_train_1)

df _test @ = df _0.iloc[22500:25000), : ]
df test 1 = df_1.iloc[22500:25000, : ]
test = df_test ©@.append(df_test 1)

train = train.sample(frac=1)
test = test.sample(frac=1)

convert _data_to examples(train, test, DATA COLUMN, LABEL_COLUMN):
train_InputExamples = train.apply( x: InputExample(guid= ,

text_a = x[DATA_COLUMN],
text_b ,
label = x[LABEL_COLUMN]),

test_InputExamples = test.apply( x: InputExample(guid=

text_a = x[DATA_COLUMN],
text_b ,
label = x[LABEL_COLUMN]),

return train_InputExamples, test_InputExamples

train_InputExamples, test InputExamples = convert_data_to_examples(train,
test,
'DATA_COLU
MN',
"LA-
BEL_COLUMN")

convert_examples_to_tf dataset(examples, tokenizer, max_length=128):
features = []

for e in examples:

input_dict = tokenizer.encode_plus(
e.text_a,




add_special tokens=True,
max_length=max_length,
return_token_type ids=True,
return_attention_mask=True,
pad_to_max_length=True,

truncation=True

input_ids, token_type ids, attention_mask = (input_dict["input ids"],
input_dict["token_type ids"], input_dict['attention_mask'])

features.append(
InputFeatures(
input_ids=input_ids, attention_mask=attention_mask, to-
ken_type_ids=token_type_ids, label=e.label
)

def gen():
for £ in features:
yield (

{
"input_ids": f.input_ids,
"attention_mask": f.attention_mask,
"token_type ids": f.token_type_ids,

s

f.label,

return tf.data.Dataset.from_generator(
gen,
({"input_ids": tf.int32, "attention_mask": tf.int32, "token_type_ids":
tf.int32}, tf.int64),
(

"input_ids": tf.TensorShape([None]),
"attention_mask": tf.TensorShape([None]),
"token_type_ids": tf.TensorShape([None]),
}s
tf.TensorShape([]),
)>

DATA_COLUMN = 'DATA COLUMN'




LABEL_COLUMN = 'LABEL_COLUMN'

train_InputExamples, test InputExamples = convert_data_to_examples(train, test,
DATA_COLUMN, LABEL_COLUMN)

train_data = convert examples to tf dataset(list(train_InputExamples), tokenizer)
train_data = train_data.shuffle(100).batch(32).repeat(2)

test _data = convert examples to tf dataset(list(test InputExamples), tokenizer)
test_data = test_data.batch(32)

model.compile(optimizer=tf.keras.optimizers.Adam(learning rate=3e-5, epsilon=1e-08,
clipnorm=1.0),
loss=tf.keras.losses.SparseCategoricalCrossentropy(from_logits=True))

model.fit(train_data, epochs=1)

=0
for review, label in zip(test[ 'DATA COLUMN'], test['LABEL COLUMN']):
tf_batch = tokenizer(review, max_length=128, padding=True, truncation=True, re-
turn_tensors="tf")
tf_outputs = model(tf_batch)
tf_predictions = tf.nn.softmax(tf outputs[@], axis=-1)
pred_label = tf.argmax(tf_predictions, axis=1)
if pred_label == 1 and label ==
tp +=1
elif pred_label == 1 and label ==
fp +=1
elif pred_label == @ and label == 0:
th +=1
else:
fn +=1

accuracy = (tp+tn)/(tp+fp+fn+tn)

precision = tp/(tp+fp)

recall = tp/(tp+fn)

flscore = 2*((recall*precision)/(recall+precision))
print([tp,fn])

print([fp,tn])

print("Accuracy: {:.2f}%"'.format(accuracy*100))
print(‘'Precision: {:.2f}%"'.format(precision*100))
print('Recall: {:.2f}%"'.format(recall*100))




print('Fl-score: %' .format(flscore*100))
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