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Abstract

Patents are documents that contain state of the art technical and scientific information in almost
every field of science. Patent applications filed every day in the Hellenic Industrial Property
Organization, have to be intellectually classified by domain experts based on a hierarchical
taxonomy. As a result, this classification process is labor intensive and overwhelming for the
experts. This paper proposes the use of Natural Language Processing (NLP) for automated pa-
tent classification. We compare state of the art deep learning-based NLP methods for the
automated semantic categorization of these documents. For this purpose, we built a dataset
comprised by around 70,000 Greek patents applications, used to train several deep learning
algorithms with Greek-BERT obtaining the best accuracy scores.

Keywords

Greek patents, Automated Classification, Natural Language Processing, Deep learning, Greek-
BERT.
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Iepidnyn

Ta Sumhopata evpeotteyviog eivat £yypoapa ToL TEPLEYOLV TEAELTAING TEXVOLOYIONG TEXVIKES Ko
EMGTNUOVIKEG TANPOQOpies oyeddv o€ KABe Topéa g emotnung. Ot ATHOES NIMAGUATOV
evpeotteyviag mov vrofdriovtar kabnuepvé otov Opyaviopd Brounyovikng Idtoxtmoiog
EMGdoc mpémerl va. ta&tvopodvtol TVELUATIKG o €101KOVG TOv Touéd PACEL 1EPAPYIKNG
tavopnongs. ¢ anotéAeca, ot 1 oldkacio TaEvOunong elval EVIOTIKN KOl GUVIPUTTIKY
Yo TOVG €101K0VGS. AVTO TO £yypopo mpoteivel T yprion ¢ Enelepyaciog Pvoing Mowoocag
(E®@I") yioo tnv avtopatonopuévn taivounon Tov SmAOUAT®Y EVPECSITENVINS. ZVYKPIVOUUE
11 o cvyypoves pebddovg EDT mov Pacilovral o Babid MdOnon yio v avtopatorompévn
ONUOGLOAOYIKT KOTYOPLOTOINGT ATV TV £YYPAe®V. ['a to 6komd avtd, dSNUIOVPYHCULE
éva ohvoro dedopévav mov amoteleitor and mepimov 70.000 eAANVIKEG MTNGELS SIMAGUATOV
EVPECITEYVING, TOV YPNOLUOTTOLEITOL Y10, TNV EKTAEdEVOT OPKETM®V adyopiBuwv Babidg paonong
ue to Greek-BERT va Aappdvet tic kaddtepes fabuoroyiec axpifetog.

A£Eearg — KAE101G
EMnvicég Tatévteg, Avtopartn ta&ivounon, Enegepyacio Gvowne 'Awcocag, Babid Mdabnon,
Greek-BERT, Nevpwvikd diktoa, Texvnti vonuocsvve.
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INTRODUCTION

Patents are important documents in the development and dissemination of technology.

For a patent organization to grant a patent, it must meet three basic criteria: a) novelty, b)
inventive step, c) industrial applicability. This process is called prior art search which is a part
of the examination phase. Each technological field has its own department within the
organization; it consists of experts in each field to evaluate the abovementioned criteria.

Patents, include a huge amount of technical and scientific information. Each patent has
bibliographic data which contain the number of the patent, its classification, the inventor, date
of filling and date of grant etc. Moreover, each patent has its unique title, abstract and drawings.
Lastly, the most important are the claims. All these information is available, and is open access
through numerous databases (EPO, USPTO, etc.)

The classification process is used by all patent organizations for the purpose of developing a
classified database internationally. Furthermore, classification constitutes a powerful tool that
examiners, patent attorneys, researchers and many others use to find similar technical patents.
In fact, inventors themselves can, through classification, find the state of the art in their field of
interest in order to get ideas or find solutions to their technical problems.

In particular, patent classification taxonomy is consisted of several levels. It starts with section
which is the 1st level and class which is the 2nd level. The 3rd level is the subclass, 4th the
group and 5th the subgroup (Fig. 1). The IPC eighth edition consists of eight Sections, 129
classes, 639 subclasses, 7,314 main groups, and 61,397 sub-groups [37]. Thus, patent
classification is a multi-classification problem with a total of 68,899 classes. Each
class/subgroup contains several patents related to the subject of the subgroup. Although there
are other types of classification like CPC, a lot of patents are not arranged using these
taxonomies and sometimes there not classified from official sources (i.e., national patent
offices), so the official and only classification is the IPC.

The subject of this thesis

In recent years, the rapid growth of patents has increased the need for automated processes and
data processing systems. The reason to implement such an idea is because Patent offices and
third-party organizations which have a large volume of patents, needs such a tool. Classification
process takes time and effort as long as resources. Automated classification can save time since
it is being done within seconds while an examiner needs 1-3 hours. Moreover, inside an
organization, such a tool can be useful as a rooting agent that can redirect the patent in the
respective technological field department.

Aim and objectives

The aim of this thesis is to evaluate and compare the contribution of several artificial
intelligence methods in automated patent applications classification. This classification system
has been adopted and implemented by all national patent offices worldwide. The classification
system is the International Patent Classification system (IPC) [37] and World Intellectual
Property Organization (WIPO) oversees it. In particular, the main contributions of this thesis
are the following:
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. To the best of our knowledge, this is the first work on automated Greek patent
classification.

. To build a dataset comprised by around 70,000 Greek patents.

. To develop and evaluate several deep learning-based NLP models for patent
classification.

Methodology

In the methodology that was used in this research was mostly experimental quantitative
analysis. First, a problem formulation was introduced. This states the “what” is this research
investigates. After the problem formulation, literature review was conducted, and some
approaches were distinguished. Finally, results were introduced and an evaluation on how
reliable these results are was done.

Innovation

Considering that Greece has a limited patent culture, not such approach or tools has been
developed in the past. Greek technical language and terminology is an unexplored field with
many applications and potentials. Thus, this work is considered as innovative, and it opens a
new field to be explored.

Structure

Firstly, there will be a brief introduction and description of the patents system. What is a patent,
what are the main parts of a patent, in order to give an idea to the reader of patents in general.
After having an idea of the patent system, a small introduction to machine learning and deep
learning will be presented. The purpose of this chapter is to present the basic ideas and state of
art techniques in natural language processing. By understanding these algorithms and
approaches, the final problem formulation is introduced. Related work will be presented with
similar approaches that was reviewed and which of these approaches were considered to be
used in this research. Methodologies are being presented and the approaches that has been
followed to solve this problem. Therefore, by implementing all these methodologies, the results
are presented with a small discussion in each methodology. Finally, the conclusion summarizes
the results of this thesis and future steps are proposed.
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1 Patent System

This chapter is a brief description of the patent system and what are the main parts of a patent.

1.1 Patents

A patent is a title of protection with a duration of 20 years granted to the holder for new
inventions, which involve inventive activity and are amenable to industrial engineering
application. These inventions can be either products, either product production method, or
industrial application. Patents are legal documents that gives the legal right to the inventor to
use, produce and sell a particular invention; they are being granted by IP authorities all over the
world. [38]

For a patent to be granted several criteria must be met:

a) Novelty is considered an invention that does not belong to state of the art.

The definition of novelty and prior art is absolute, i.e., state of art contains everything
known anywhere in the world (worldwide) by written or oral description or by any
means or by any person, before the date of submission of the application for grant of the
patent (or the priority date claimed by the applicant).

b) Inventive activity is considered to include an invention if, according to judgment of an
expert (person of the profession), no it follows in an obvious way from the level of
technique.

c) Industrial application is considered to have one invention if its object can be produced
or used in any means of productive activity.

1.2 Structure of Patents

As mentioned before, patents are legal documents that protects inventions. Inventions have
technical characteristics and sometimes are very complex. For someone to get a better overview
of what is the subject of a patent and what it is protecting, patents are divided in three categories.
Description, Claims and Drawings. Along with the publication of a patent, Bibliographic data
are also included. In most online databases, there are more information available, like Legal
events, Search Report, Patent Family, and other documents regarding the procedure of the
application.

The Patent Cooperation Treaty (PCT) is an international agreement that provides a standardized
process for filing a single patent application to protect an invention in multiple countries. The
rules governing the PCT are contained in the PCT Administrative Instructions and the Common
Regulations. These rules outline the procedures for filing, processing, and maintaining PCT
applications, as well as the requirements for entering the national phase in each designated
country. [39]

1.2.1 Bibliographic Data

Bibliographic data are general information of the patent. In bibliographic data Internationally
agreed Numbers for the Identification of Data (INID) is being used as being in the Standard
ST.9 [38]. Bibliographic data in patents refer to information about a patent document that is
used to identify and locate the patent. These data typically include the name of the inventor or
inventors, the title of the invention, the patent number, the filing date, and the publication date.
MSc in Artificial Intelligence & Deep Learning, MSc Thesis
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They may also include other information such as the name of the assignee (the company or
individual to whom the patent has been assigned) and the classification of the patent.
Bibliographic data are important because they allow researchers and other interested parties to
easily locate and access patent documents. It is typically included in patent databases and other
resources that are used to search for and retrieve patent information. An example can be seen

in Figure 1.1 of a published patent.

(19}

D=

EP 3712 584 A1

(1)

(12) EUROPEAN PATENT APPLICATION
(43) Date of publication (51) IntCl
23.09.2020 Bulletin 2020/39 GO1L 50077691 B25J 9716 (700600

(21} Application number: 20163869.9

(22) Date of filing: 18.03.2020

GO1L 522 209891
GO6N 3/08 00607

GO5B 13/02 709801

(84) Designaled Contracting States:
ALATBEBGCHCYCZDEDK EEES FIFR GB
GRHRHUIE ISITLILT LU LV MC MK MT NL NO
PLPTRO RS SE SISK SM TR
Designated Extensicn States:

* Boots, Byron

Santa Clara, CA, 95051 (US)
« Fox, Dieter

Santa Clara, CA, 95051 (US)
* Handa, Ankur

BA ME Santa Clara, CA, 85051 (US)
Designated Validation States: « Ratliff, Nathan
KH MA MD TN Santa Clara, CA, 95051 {US)

(30) Priority: 19.03.2019 US 201916358485

(71) Applicant: Nvidia Corporation
Santa Clara, CA 95051 (US)

(72) Inventors:
= Birchfield, Stan
Santa Clara, CA, 95051 (US}

(54)

(57)
model for a taclile force sensor by performing a number
of calibration tasks. In various embodiments, the calibra-
tion tasks include pressing the tactile force sensor while
the tactile force senser is attached to a pressure gauge,
interacting with a ball. and pushing an object along a
planar surface. Data collected from these calibration
tasks is used to train a neural network. The resulting tac-

A computer system generates & tactile force

FORCE ESTIMATION USING DEEP LEARNING

« Sundaralingam, Balakumar
Santa Clara, CA, 95051 (US)
* Lambert, Alexander
Santa Clara, CA, 95051 (US)

(74) Representative: Kraus & Weisert
Patentanwilte PartGmbB
Thomas-Wimmer-Ring 15
80538 Miinchen {DE)

file force model allows the computer system to convert
signals received from the tactile force sensor info a force
magnitude and direction with greater accuracy than con-
ventional methods. Inan embodiment, ferce on the tactile
force senser is inferred by interacting with an object, de-
termining the motion of the object, and estimating the
forces on the object based on a physical model of the
object.

FIG.1

EP 3 712 584 A1

Figure 1.1: Example of bibliographic data taken from patent EP3712584A1 from Nvidia Corp regarding an
invention for force estimation using deep learning.

1.2.2

Drawings in patents are graphical representations of the invention that are included in the patent
document. They are used to illustrate how the invention works and to provide additional details
about its construction and operation. Drawings in patents may include diagrams, schematics,
cross-sectional views, perspective views, and other types of graphical representations. They are
typically accompanied by a written description of the invention, and together, the drawings and
the written description provide a complete and detailed disclosure of the invention. In
continuation of the bibliographic data, an example of drawings of the same patent can be seen
in Figure 1.2. The drawings in a patent are an important part of the patent document because

Drawings
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they provide a visual representation of the invention and can help to clarify and explain the
written description.

EP 3712 584 A1 EP 3712584 A1

200

FIG. 1

206
N\
zng/i:
'
FIG. 2

Figure 1.2: Example of drawings taken from patent EP3712584A1 from Nvidia Corp regarding an invention for
force estimation using deep learning.

1.2.3 Description

The description in a patent is the written portion of the patent application that describes the
invention in detail. It typically includes a written description of the invention, as well as one or
more drawings or diagrams illustrating the invention.

The description serves several important functions. It must provide sufficient information to
enable someone skilled in the relevant field to understand and practice the invention. It must
also clearly and distinctly describe the claimed invention and distinguish it from prior art.
Additionally, the description must enable the public to understand the nature and operation of
the invention, as well as the manner in which it can be used.

The description is an important part of the patent application process, and it is essential that it
be carefully drafted in order to effectively and accurately describe the invention. It is also
important to note that the description is a public document, and once the patent is granted, it
becomes part of the public record and is available for anyone to read and use.

1.24 Claims

The claims in a patent are the legal definitions of the invention that are being protected by the
patent. They are the part of the patent that defines the scope of the protection that is granted to
the inventor. The claims typically appear at the end of the patent application and are written in
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a specific format that is designed to clearly and concisely set forth the boundaries of the
invention.

There are two main types of claims in a patent: independent claims and dependent claims.
Independent claims stand on their own and define the invention in broad terms, while dependent
claims are based on and build upon the language of one or more independent claims.

It is important to carefully draft the claims in a patent application in order to adequately protect
the invention and clearly define the legal rights of the inventor. The claims, an example of which
is shown in Figure 1.3, must be carefully balanced between being broad enough to provide
adequate protection and being narrow enough to avoid infringing on the rights of others.

15 Claims
1. A method, comprising:

manipulating an cbject with a probe that is instrumeanted with a force sensar;

20 recaiving a signal from the force sensor;
estimaling a foree on the probe based on the motion of the object and a model of the object;
fraining a tactile force model for the force sensor using the signal and the estimated force; and
determining a force on the probe using the tactile force model.

25 2. The method of claim 1, wherein:
the object is manipulated by pushing the object on a planar surface; and

the model of the object includes the mass of the object and a measure of friction between the object and the
planar surface.

20
3. The method of claim 1 or 2, further comprising:
receiving video of the object; and
detenmining the motion of the object based at least in part on the video.
35
4. The method of any of the preceding claims, wherain:
the motion of the object includes a linear component and an angular component; and
the force on the probe iz determined to be a vector parallel to the planar surface.
40
5. The method of any of the preceding claims, wherein:
the signal includes a plurality of voxelized electrode signals; and
a contact point on the force sensor is determined based at least in part on the voxelized electrode signals.
45
6. The method of any of the preceding claims, wherein:
the estimated force is based at least in part on a loss function; and
the loss function is a function of an angular distance between an imparted force on the object and a surface
50 normal of the object al a contact point.

7. The method of any of the preceding claims, further comprising:
collecting force data as a result of performing planar pushing, ball manipulation, and rigid-object pressing tasks;

55 using the force data to generate the tactile force model; and
using the tactile force model to estimate a force on the force sensor produced when performing a different task.

Figure 1.3: Example of claims taken from patent EP3712584A1 from Nvidia Corp regarding an invention for
force estimation using deep learning.

1.3 IPC Classification

International Patent Classification is the standard classification used in all patents all over the
world. This was established by the Strasbourg Agreement 1971. IPC is a hierarchical system,
which classifies each patent to the relevant field which they pertaint. The reason classification
is used is because patents are being documented and they are being deposited continuously and

L https://www.wipo.int/classifications/ipc/en/
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in large numbers, so in order to store them and also search and retrieve documents, they must
be grouped according to the technical content. Because patents are multinational documents
with sources all over the world, the need of the classification extends even more. Because
abstracts or full text are not available from all countries and also the use of different language
is making more difficult to search or understand document, classification introduces a language-
independent tool which determines the field of the patent which is available to anyone.

IPC is consisted of several levels. It starts with section which is the 1st level and class which is
the 2nd level. The 3rd level is the subclass, 4th the group and 5th the subgroup (Figure 1.4).
The IPC eighth edition consists of eight Sections, 129 classes, 639 subclasses, 7,314 main
groups, and 61,397 sub-groups [37]. Each class/subgroup contains several patents related to the
subject of the subgroup. Although there are other types of classification like CPC, a lot of
patents are not arranged using these taxonomies and sometimes there not classified from official
sources (i.e., national patent offices), so the only classification which is used from all IP
authorities is the IPC.

Section F
Mechanical engineering; Lighting; Heating; Weapons; Blasting

Class F(2

Combustion engines; hot-gas or combustion-product engine plants

Sub-class (02D

Controlling combustion engines

Group F02D 41

Electrical control of supply of combustible mixture or its constituents

Sub-Group F(02D 41/)2

Circuit arrangements for generating control signals

Figure 1.4: IPC structure for each level given a specific example for F02D41/02 in the IPC [26]

There are numerous tools that someone can explore the IPC. One of these, which is also a
patent searching tool, is the Espacenet?. With this tool, someone can browse the IPC and also
search for IPCs entering keywords. Also, in each classification, there are detailed information
of what is covers with a representative drawing etc. (Figure 1.4).

2 https://worldwide.espacenet.com/patent/cpc-browser
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Enter a keyword or a classification symbol m Index u B | C | D | E | F | G | H | Y |
» L A© [CPC|| [ [[.]]| 2o «A41B A41BI00 »

Classification  Title and description

symbol
Oa HUMAMN NECESSITIES s
PERSONAL OR DOMESTIC ARTICLES
1 as WEARING APPAREL
[ avB SHIRTS; UNDERWEAR; BABY LINEN; HANDKERCHIEF S s D r-y
4 [T A41B 1i00 Shirts D

[] a41B 1/02 s with front inserts @

Definitions.

Definition statement

This place covers:

lllusirative example of subject matter classified in this group.

Limiting references

This place does not cover.

Details of shirt fronts & front inserts A41B1/18

Special rules of classification

For details of shirt-fronts, i.e. fastening of front inserts, classify in A41B1/18

For shirts with front inserts, i.e. where the shirt is relevant, classify in A41B1/02
[] A#¢1B 1/04 » convertible into cami-knickers D
|:| A41B 1/06 « exchangeably attached to underbodices, drawers, or the like D
] A41B 1/08 « Details D
|:| A41B 1/10 » » Closures (buttons A44B 1/00; sleeve links A44B 5/00) D
[] a41B 1/12 * « Neckbands D
[] a¢1B 1114 + » » Stiffeners for neckbands D
[] A¢MB 116 » o Adjustable neckbands D
[] A41B 1/18 » » Shirf-fronts D
[ A41B 1720 » « « Stiffeners for shirt-fronts D
|:| A41B 1/22 » = » False shirt-fronts, e.g. dickeys, with or without attached collars; Means for attaching or stretching D

Figure 1.5: Example of description of each IPC3.

The hierarchy in the IPC is declared with dots. For example, a single dot is higher that two dots
and two dots higher than three dots and so on. With this hierarchy, it is known in which fields
is containing subfields similarly to set theory in mathematics. More particularly, as shown in
Figure 1.6, A41B1/08 contains all the below mentioned classes and A41B1/10 does not contain
any other subgroups but A41B1/12 also contains A41B1/16 which is a three-dot subgroup under
the two dot A41B1/12.

3 https://worldwide.espacenet.com/patent/cpc-browser
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A41B 1708 » Details

A41B 110 == Closures (buttons A44B 1/00; sleeve links A44B 5/00)

A41B 112 » = Meckbands

A41B 114 = =+ Stiffeners for neckbands

A41B 116 =+ » Adjustable neckbands

A41B 118 + = Shirt-fronts

A41B 1720 » » » Stiffeners for shirt-fronts

Ad1B 1/22 »»» False shirt-fronts, e.g. dickeys, with or without attached collars; Means for aftaching or stretching

Figure 1.6: Example of description of each IPC and the dot hierarchy. [Source]

1.4 IP Authorities

Intellectual property (IP) authorities are organizations or agencies that are responsible for
administering and enforcing laws related to intellectual property. These laws protect the rights
of creators and owners of various types of IP, including patents, trademarks, copyrights, and
trade secrets.

There are many different IP authorities around the world, and the specific laws and regulations
that they enforce can vary depending on the country or region in which they operate. In the
United States, for example, the US Patent and Trademark Office (USPTO) is the federal agency
responsible for administering and enforcing IP laws. Other countries have their own IP
authorities, such as the European Patent Office (EPO) in Europe, the Japan Patent Office (JPO)
in Japan, and the China National Intellectual Property Administration (CNIPA) in China.

IP authorities play a critical role in protecting the rights of IP owners and helping to ensure that
IP is used and shared fairly. They also work to promote innovation and creativity by providing
a legal framework for the creation and protection of new ideas and creative works.

141 Greek Registry

The Greek Registry also known as E6viké Mntpmo Tithwv (EMT), allows interested parties to
retrieve relevant information on industrial property titles, filed in Greece and published in the
Special Bulletin of Industrial Property (EDBI) which is published every month. Also, all Greek
patents are published in all open-source databases and are accessible publicly by anyone.
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2 Artificial Intelligence and Deep Learning

In this chapter, basic ideas and approaches about machine learning and deep learning in Natural
Language processing (NLP) are described. Purpose of this chapter is to give an overview of
state of art tools that can be used in NLP.

2.1 Introduction to Artificial Intelligence

To touch the subject of deep learning and NLP, it is first really important to go through the
history, techniques and applications of the scientific fields that these sub-fields belong to. These
fields are Artificial intelligence and Machine Learning.

Artificial intelligence, or Al in short, encompasses the capacity of machines to execute
cognitive functions such as perception, learning, thinking and problem-solving. The benchmark
for Al is set to the level of human cognitive abilities in reasoning, communication, and visual
processing. Al is now utilized in a vast array of industries, providing a technological advantage
for businesses that adopt it. Additionally, Al has the potential to add significant value to
industries such as banking, retail and logistics and transportation, by comparison to traditional
analytics methods. [8]

One possible use of Al is that for example a company can provide a conversation intelligence
service, where every phone call made by a sales professional is recorded, transcribed, and
analyzed by the computer, utilizing Al data and suggestions to help create a successful plan.
That means that if a company uses Al for its marketing personnel, they can automate repetitive
and tedious tasks, allowing the sales representative to focus on developing relationships and
nurturing leads. [8]

In summary, Al offers advanced technology for handling complex data that a person alone
cannot handle and can lead to increased efficiency and profitability for companies. [8]

2.1.1 History

The concept of Al is not a recent development, and the first significant event in Al history was
a summer project organized in 1956 by leaders in various scientific fields. This project was led
by John McCarthy, Marvin Minsky, Nathaniel Rochester, and Claude Shannon, all from
reputable institutions such as Dartmouth College, Harvard University and Bell Telephone
Laboratories. [31]

There was a significant boom in Al development between 1957 and 1974, as computers
performed in greater speed, were cheaper and more households could thus have access to them,
and machine learning algorithms improved. ELIZA by Joseph Weizenbaum and General
Problem Solver by Newell and Simon were two noticeable early attempts at spoken language
interpretation and problem-solving. These projects showed promise and attracted the attention
of government entities like the Defense Advanced Research Projects Agency (DARPA), who
sponsored Al research at various institutions. Computers and Al had potentially the ability to
analyze vast amounts of data, transcribe, and translate spoken language. Of course, such
automated skill and work was of great interest to authorities. [31]

In the early days of Al, expectations to such systems and algorithms were really high and a lot
of people were optimistic about their capabilities. However, despite some early successes,
significant challenges remained in achieving goals such as natural language processing, abstract
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thinking, and self-awareness. A concrete representation of the timeline is given by the Figure
2.1. For example, in 1970, Al pioneer Marvin Minsky stated in an interview that a machine
with the general intelligence of a human could be developed within 3-8 years, but this has yet
to be achieved. [31]

ARTIFICIAL INTELLIGENCE TIMELINE

- 3 1980: Edward Feigenbaum
1955: Logic Theorists, the introduces expert systems
first Al program, is invented

1970: “From 3-8 years

1956: Dartmouth we will have a machine 1997: Deep Blue

1938-1946: 1950: Can Summer Research with the general 1982: Jgpan’s Fifth defeats Gary
Golden Ageof ~ Machines Think? Project on Artificial 1965: intelligence of a human | Genergtion Computer Kas a;'ov in chess
|—Science Fiction ;-Alan Turing Intelligence Moore's Law being” -M. Minsky Proj P

artificial intelligence

|l | [ |
Il [ 1 I I
1949: Machester 1963: DARPA
Mark 1, the first funds AT at MIT
storted program
computer, is invented 1968: “By the year 2001 we will
have machines with intelligence
that matched or exceeded
human’s”
-Arthur Clarke and Stev,

1986: Navlab, the 1997: First publicly available
first autonomous speech recongition software

“C‘:" ;r:i;‘cull\:l;);n developed by Dragon Systems

1940 1950 1960 1970 1980 1990 2000

Figure 2.1: Timeline of Al. [31]

The early days of Al faced several challenges, the major one being the limited processing power
and storage capacity of computers, which made it difficult to achieve significant progress. For
example, successful communication requires the ability to understand the meanings of multiple
words and their various combinations. As a result, funding and research slowed down for
several years. Even academics had their fair thoughts of doubts regarding Al. For example,
Hans Moravec, a doctoral student under John McCarthy, noted that at the time, computers were
"still millions of times too frail to exhibit intelligence.” [31]

Despite these obstacles, Al continued to advance without much government support or media
attention. In the 1990s and 2000s, many of the original goals of Al were achieved. For example,
IBM's Deep Blue defeated world chess champion Gary Kasparov in 1997, and speech
recognition software from Dragon Systems was integrated into Windows the same year. These
developments were major steps forward in the creation of artificially intelligent decision-
making software and spoken language interpretation. Additionally, robots like Kismet, which
was capable of recognizing and displaying emotions, demonstrated that even human emotions
were within the realm of possibility for machines. [31]

2.1.2 Artificial Intelligence Today

It is important to question what has changed and if humanity is becoming any better and more
efficient at developing artificial intelligence. One of the limitations in the past was the limited
storage capacity of computers, but that is no longer an issue as Moore's Law, which states that
computer memory and performance will double every year, has met and in many cases
exceeded our needs. This is how Deep Blue was able to defeat Gary Kasparov in 1997 and how
Google's Alpha Go recently defeated Chinese Go champion Ke Jie. A pattern of our days that
can explain the fluctuations in the progress of Al research is that scientists now push Al's
capabilities to the limits of current computational power (computer storage and processing
speed) and then wait for the advancements in technology to catch up, as per Moore's Law. [31]

The "big data" era has also allowed researchers to collect large amounts of data that would be
difficult for a person to analyze. This has already led to significant success in the use of artificial
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intelligence in various sectors and aspects of our life, such as technology in general, but also in
work-related activities like banking and marketing, but of course also in people’s entertainment.
Even if the same algorithms and computational methods are used, large amounts of data and
powerful computers can allow artificial intelligence to learn through repetition and brute force.
Technology has come a long way since the 80°s and 90’s and a clear result of that is that Moore's
Law may be slowing down. Nevertheless, data growth has not. Every day, millions of bytes
that represent new information pass right before our eyes, the data that is available for Al
models to train on is endless. Thus, advancements in computer science, mathematics, or
neurology may overcome the limitations of Moore's Law. [31]

One of the most important subfields of Al today is Natural Language Processing (NLP), the
main focus of this essay. NLP focuses on providing computers with the ability to understand
written and spoken words in a way similar to humans. [1]

Natural Language Processing (NLP) is a subset of Al that focuses on providing computers with
the ability to understand human language in a way that is similar to how humans process it.
This field of Al combines several techniques such as statistical models, machine learning, and
deep learning together with computational linguistics, which is a rule-based approach to
understanding human language. These technologies allow computers to process human
language in various forms such as text or audio, and understand the meaning, context, and intent
behind the words. This has led to the development of various NLP applications such as language
translation, voice commands, and text summarization, which can understand the sentiment and
emotions behind the words. This technology is being used in various industries to improve
efficiency and automation of business operations, customer service, and other applications. [1]

Some key application areas of NLP are the following:

. Searching

. Machine translation

. Summarization

. Named-entity recognition

. Parts-of-speech tagging

. Information retrieval

. Information grouping

. Sentiment analysis

. Answering queries

. Automated speech recognition (ASR)
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2.2 Machine Learning

Machine learning is the field that enables computers to learn based on patterns and prior
experience. As a field of computer science, it has existed since 1950, with the publication of A.
Turing [1]. Depending on the methods used, machine learning can be divided into supervised
learning and unsupervised learning, and there are versions that combine both. In supervised
learning, the user trains the program to predict based on known and named classes of data. In
contrast, in unsupervised learning, the algorithm creates the classes from unordered, unknown
data, forming groups based on how much the data share characteristics with each other. They
are mainly used to discover patterns in data sets. Al Chatbots and Al Virtual Assistants use
either one or a balanced combination of Supervised Learning and Unsupervised Learning. [1]

2.2.1 Supervised Learning

Acrtificial intelligence chatbots and virtual assistants are trained on properly labeled data using
supervised learning (or tagged). Supervised Natural Language Processing (NLP) models are
trained using a process called supervised learning, in which a system is presented with a set of
known input data and corresponding desired output. During the training process, the system
identifies the optimal mapping function between the input data and the desired output. This
mapping function, also known as a model, is then used to analyze new and unseen input data,
and accurately predict the corresponding output. This approach allows the system to learn from
the past experiences and generalize it to new input data, making the predictions more accurate.
This is the basic concept behind supervised learning in NLP, which is widely used in various
applications such as language translation, text classification, and sentiment analysis. The use of
this approach allows for the system to learn from the past experiences and generalize it to new
input data, making the predictions more accurate and efficient. Before Supervised Learning
models reach an expected and commonly recognised level of performance, the input-output
mapping typically needs to be changed over the course of several iterative optimization cycles.
Because of how it learns from training data and how closely it resembles the way of learning
while someone (usually a teacher) supervises you and checks your progress and mistakes, this
type of learning has retained the label "supervised.” [2]

It is important to state that supervised learning models often require a lot of time and technical
skills from data scientists and programmers to be scientifically accurately and efficiently
designed, scaled, deployed, and of course maintained. For example, supervised learning is a
popular approach used in building Al chatbots and virtual assistants. One of the key tasks that
these models perform is classifying user input into pre-defined categories known as intents.
This task is commonly achieved by utilizing different algorithms such as Support Vector
Machine, Random Forest, and Classification Trees. For example, a virtual assistant that helps
users find information about flights, might have an intent class called "flight_booking" and the
model would be trained to recognize a user's input such as "'l want to book a flight" as belonging
to that intent class. The use of these algorithms allows the model to learn from a pre-defined set
of input-output examples and then generalize it to new unseen inputs, thus enabling the chatbot
or virtual assistant to respond to users with the right intent. [2]

This approach is widely used in various industries such as customer service, e-commerce, and
healthcare to improve the user experience and automate various tasks. As all these classes are
pre-defined, it can be easily concluded how much time and attention is needed from the

programmer’s part to keep the model running as intended, which may be in some cases a time-
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wasting activity. The accuracy attained by those techniques is of course quite impressive, but
one drawback is that they can only cover the intent classes for which there is labeled data
available for training. [2]

2.2.2 Unsupervised Learning

Unsupervised Learning, which allows for effective learning using unlabeled data (no labeled
data is required for training), has become increasingly popular in academia and industry as a
way to overcome the limitations of Supervised Learning (no need for data scientists or high-
technical expertise). Large amounts of unlabeled text in digital form are widely available, but
labeled datasets are often costly to build or acquire, particularly for standard NLP tasks like
PoS tagging or Syntactic Parsing. This is a significant advantage over supervised learning.
Unsupervised learning models have the automation and intelligence needed to operate
independently and automatically identify information, structure, and patterns in the data,
making Unsupervised NLP excel.

Clustering is a method of unsupervised learning that is commonly used in Al chatbots and
virtual assistants to group together semantically similar user inputs, in order to identify
underlying shared user intents. Unlike supervised learning, where the model is trained on pre-
defined input-output examples, clustering does not require predefined categories and instead
groups similar inputs together to form new classes of intents. This approach is useful in quickly
identifying and validating new user intents without the need for manual annotation. [2]

Clustering (such as K-mean, Mean-Shift, Density-based, Spectral clustering, etc.) and
association rules approaches are the most commonly used forms of unsupervised learning in
advanced Al chatbots and virtual assistants. Clustering is typically used to automatically group
semantically related user utterances together in order to quickly identify and validate a common
user intent (deriving a new class, not classifying into an existing class). Association rules
mining, which seeks to deduce correlations between characteristics directly from data, also uses
unsupervised learning. This method is often used to automatically extract pre-existing
dependencies between named entities from user input, dependencies of intents across a set of
user input that is part of the same user/system session, or dependencies of questions and answers
from conversational logs that record user interactions with live agents during the problem-
solving process.

Although unsupervised learning has many benefits and is highly automated, it typically
performs less accurately and reliably than supervised learning. Thus, one main goal of Al
models today, especially chatbots and virtual assistants, is to achieve the balance between
supervised and unsupervised learning, meaning that it aims to be as accurate as the models
using the first method, and on the same time as self-automated as the models using the latter
method. [2]

2.2.3 Semi-supervised Learning

Semi-supervised learning refers to a learning problem (and algorithms created for the learning
problem) where a model must learn and make predictions on fresh instances from a small part
of annotated examples and a large number of not annotated examples. As a result, it is a learning
challenge that falls in the middle of supervised and unsupervised learning.

In cases where tagging instances is difficult or expensive, semi-supervised learning algorithms
are necessary. If a semi-supervised learning algorithm can perform better than a supervised
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learning algorithm fitted solely to annotated training instances, it is successful. Algorithms for
semi-supervised learning can typically meet this low standard.

Finally, semi-supervised learning can be used to compare inductive and Transductive learning.
A learning algorithm that obtains information from labeled training data and applies that
knowledge to fresh data, such as a test dataset, is known as inductive learning. Transductive
learning is the process of learning from labeled training data and generalizing to easily
accessible unlabeled (training) data. Both types of learning tasks can be handled by a semi-
supervised learning system. [14]

2.2.4 Reinforcement Learning

The basis of the reinforcement learning machine learning training technique is rewarding
desired actions and/or penalizing undesirable ones. The goal of an agent created through
reinforcement learning is to learn from its mistakes and act based on its each time unique
environment. [4]

In this method, developers provide a way to reward desired actions and penalize undesirable
behaviors to motivate the agent. The agent is trained to seek maximum overall reward in the
long run to achieve the best possible outcome. This approach also prevents the agent from
getting stuck on small tasks and will learn to avoid negative and look for positive. This learning
strategy has been adopted by Artificial intelligence (Al) as a technique to control unsupervised
machine learning through rewards and penalties.

Reinforcement Learning

Policy
-~ ——
Update
=

R

Action

Algorithm

Observation

Figure 2.2 Basic function of a Reinforcement Learning method [4]

The Al model can learn the best behavior using reinforcement learning to maximize the
likelihood of a successful outcome. The Al model learns what should ideally be the most
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profitable behavior patterns through feedback from its environment. A closed loop visual
representation can be seen in Figure 2.2.

Several studies show how deep reinforcement learning algorithms can be used to solve practical
NLP issues. Following are some examples of reinforcement learning's uses in NLP: [4]

. Goal-oriented Dialogue Generation
. Machine Translation

. Abstractive Text Summarization

. Question Answering

2.3 Deep Learning

Deep learning is a subset of machine learning that uses multi-layered neural networks to try and
mimic the way the human brain functions, but falls short of matching it, allowing it to "learn™
from large amounts of data. Additional hidden layers can improve accuracy, even if a neural
network with just one layer can still make approximate predictions.

Many Artificial Intelligence (Al) applications and services are powered by deep learning, which
enhances automation by performing mental and physical tasks without human intervention.
Deep learning powers both established and emerging technologies, such as voice-activated TV
remote controls, digital assistants, credit card fraud detection, and self-driving cars.

Long ago, the bulk of approaches to research NLP issues relied on labor-intensive, hand-crafted
features and shallow machine learning models. The limited encoding of linguistic information
in traditional models resulted in issues like the curse of dimensionality (high-dimensional
features). However, recent advancements in neural-based models, specifically the use of word
embeddings (low-dimensional, distributed representations) have led to their success and
popularity in outperforming conventional machine learning models such as SVM or logistic
regression in various language-related tasks. [13]

2.3.1 How Deep Learning started?

When Walter Pitts and Warren McCulloch developed a computer model based on the neural
networks of the human brain in 1943, deep learning had its beginnings.

They imitated the mental process using a set of mathematical formulas and algorithms they
named "threshold logic." Since then, there have only been two important interruptions in the
development of deep learning. Both have anything to do with the infamous Al winters.

In 1960, Henry J. Kelley is credited with creating the fundamentals of a continuous back
propagation model. Stuart Dreyfus created a simplified variant in 1962 that just used the chain
rule. Although the idea of back propagation—the backward propagation of faults for training
purposes—was there in the early 1960s, it was cumbersome and ineffective, and it wouldn't be
put to good use until 1985.

In 1965, Alexey Grigoryevich Ivakhnenko, who created the Group Method of Data Handling,
and Valentin Grigoryevich Lapa, author of Cybernetics and Forecasting Techniques, made the
first attempts to create deep learning algorithms. They employed models with polynomial
activation functions (complex equations), which were then statistically examined. The top
statistically picked features from each layer were then passed on to the following layer (a slow,
manual process). [20]
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Kunihiko Fukushima employed the first "convolutional neural networks." Fukushima created
neural networks with several convolutional and pooling layers. He created the Neocognitron
artificial neural network in 1979, which had a hierarchical, multilayered design. The computer
may "learn™ to recognize visual patterns thanks to this design. Although taught using a
reinforcement technique of repeated activation in numerous layers, the networks matched
contemporary models and grew stronger with time. Furthermore, Fukushima's design allowed
for human adjustment of significant elements by raising the "weight" of specific connections.

A variety of neural networks have been realized with the use of top-down connections and
innovative learning techniques. The Selective Attention Model can distinguish between and
recognize distinct patterns when more than one pattern is displayed at once by switching its
focus from one to the other. (The method that many of us employ when multitasking.) A
contemporary Neocognitron can not only recognize patterns that are incomplete (for instance,
a missing fifth) but can also finish the image by inserting the necessary data. One could call this
"inference."

At Bell Labs in 1989, Yann LeCun gave the first actual demonstration of backpropagation. On
read "handwritten™ digits, he applied back propagation and convolutional neural networks. In
the end, handwritten checks with numbers on them were read using this method.

Around this period, the second Al winter (1985-1990) began, which had an impact on deep
learning and neural network development. A number of excessively optimistic people
overstated the "immediate” potential of artificial intelligence, disappointing investors in the
process. The outrage was so great that the term “artificial intelligence” became debunked.
Thankfully, some people kept working on Al and DL, and tremendous progress was made. The
support vector machine was created by Vladimir Vapnik and Dana Cortes in 1995. (a system
for mapping and recognizing similar data). LSTM (long short-term memory) for recurrent
neural networks was developed in 1997, by Sepp Hochreiter and Juergen Schmidhuber.

When computers began processing data more quickly and graphics processing units (GPUS)
were created in 1999, deep learning took its next big evolutionary stride. Over a ten-year period,
faster processing, with GPUs processing images, boosted computational speeds by 1000 times.
[20]

The potential and difficulties of data growth were described as three-dimensional in a research
report published in 2001 by META Group, now known as Gartner. According to the report, the
variety of data sources and types has expanded as a result of the growth in data volume and
speed. This was a warning to get ready for the impending invasion of big data.

In 2009, Stanford Al scientist Fei-Fei Li created a free collection of over 14 million tagged
photos called ImageNet, as labeled images were necessary to "train™ neural networks but were
not easily accessible. Professor Li stated that the use of large data would transform machine
learning, as learning is driven by data.

Thanks to a significant increase in GPU speed, convolutional neural networks could be trained
without the layer-by-layer pre-training in 2011. As processing speed continued to increase, it
became clear that deep learning had significant advantages in terms of efficiency and speed.
One example of this is AlexNet, a convolutional neural network that won multiple international
contests for its architecture in 2011 and 2012, using rectified linear units to increase dropout
and speed.
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2014 saw the introduction of the Generative Adversarial Neural Network (GAN). lan
Goodfellow developed the GAN program. Two neural networks compete with one another
using GAN. In order to win, one network must successfully duplicate a photograph and deceive
the other into thinking it is real. [20]

2.3.2 NLP Representation

Before neural approaches emerged and addressed some of the issues with conventional machine
learning models, such as the curse of dimensionality, hand-crafted features were predominantly
employed to model natural language tasks.

The so-called distributional hypothesis states that words with similar contexts have comparable
meanings. This is the foundation for distributional vectors, also known as word embeddings.
Word embeddings are pre-trained using a shallow neural network on a task where the goal is to
predict a word based on its context. A neural language model is demonstrated in the following
Figure 2.3:
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Figure 2.3 Simple Neural Language Model demonstration. [10]

In a range of NLP tasks, including sentiment analysis and sentence compositionality, the word
vectors have a tendency to embed syntactical and semantic information and at the moment they
consist state of the art tools.

Distributed representations were extensively employed in the past to investigate a variety of
NLP problems, but it wasn't until the continuous bag-of-words (CBOW) and skip-gram models
entered the field that they began to acquire traction. They gained popularity because to their
rapid creation of high-quality word embeddings and their application in semantic
compositionality (e.g., "man" + "royal" = "king"). [10]

The CBOW and skip-gram models were proposed by Mikolov et al. around 2013 as part of the
Word2Vec technique, which is an algorithm that uses a neural network model to learn word
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associations from a large corpus of text. Once trained, such a model can detect synonymous
words or suggest additional words for a partial sentence. The technique represents each distinct
word with a unique set of numbers called a vector, which are chosen to capture the semantic
and syntactic qualities of words. This allows a simple mathematical function, cosine similarity,
to indicate the level of semantic similarity between the words represented by those vectors.

A Word2vec model can be trained using two methods: hierarchical softmax and negative
sampling. The hierarchical softmax method uses a Huffman tree to reduce calculation and
approximate the conditional log-likelihood the model aims to maximize. The negative sampling
method, on the other hand, approaches the maximization problem by minimizing the log-
likelihood of sampled negative instances. According to the authors, hierarchical softmax works
better for infrequent words, while negative sampling works better for frequent words and with
low dimensional vectors. Additionally, as the training epochs increase, hierarchical softmax
becomes less effective.

The goal of CBOW, a neural technique to building word embeddings, is to calculate the
conditional probability of a target word given the context words in a certain window size. The
aim of Skip-gram, on the other hand, is to anticipate the surrounding context words (i.e.,
conditional probability) given a central target word. Skip-gram is a neural technique to creating
word embeddings. The word embedding dimension for both models is calculated
(unsupervised) by calculating prediction accuracy.

It can be difficult to get vector representations for words like "hot potato™ or "Boston Globe"
when using word embedding techniques. Since these phrases don't capture the mixture of
meaning of the individual words, we can't directly combine the vector representations of the
individual words. When considering larger phrases and sentences, it becomes even more
challenging.

The use of smaller window sizes results in comparable embeddings for opposing terms like
"good" and "bad," which is not desired, especially for applications where this separation is
crucial, like sentiment analysis. This is another problem with word2vec models. Word
embeddings have another drawback in that they depend on the application in which they are
employed. It has been investigated to retrain task-specific embeddings for each new task,
although this is typically computationally expensive and can be dealt with more effectively
utilizing negative sampling. Word2vec models also have other issues, like the failure to account
for polysemy and other biases that could appear in the training data.

In order to do tasks like named-entity recognition (NER) and parts-of-speech (POS) tagging, it
is helpful to examine morphological information in words, such as letter combinations. For
morphologically complex languages like Portuguese, Spanish, and Chinese, this is also helpful.
These embeddings help with the unknown word problem since we are no longer expressing
sequences with vast word vocabularies that need to be condensed for effective computation
purposes because we are studying text at the character level.

The long-term effects of both character-level and word-level embeddings have been questioned,
despite the fact that they have been successfully used in a variety of NLP applications. As an
illustration, Lucy and Gauthier recently discovered that word vectors fall short in their ability
to adequately represent the various components of conceptual meaning that underlie words. In
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other words, it is asserted that it is impossible to comprehend concepts behind words alone by
distributional semantics. [10]

2.3.3 Neural Networks

2.33.1 Dense Neural Networks

In a deep neural network, Dense Connections, also known as Fully Connected Connections, are
a type of layer that utilize a linear operation where every input is connected to every output
through a weight. This design leads to a large number of parameters, specifically n_inputs x
n_outputs (1.1), making it computationally expensive for larger networks. Furthermore, this
type of connection can also lead to overfitting, where the model becomes too complex for the
given data, due to the large number of parameters. Despite these challenges, Dense Connections
are widely used in deep learning models due to their ability to capture complex patterns in the
data. These characteristics of the DNN will be analyzed in the following paragraphs. [9]

The architecture of the deep learning model can be thought of as its layers. Different kinds of
layers may be utilized in the models. Based on their features, each of these several strata has a
particular significance. Convolutional layers are used in image processing, LSTM layers are
frequently used in time series analysis and NLP difficulties, etc. The last stages of the neural
network use a layer known as a dense layer, also known as a fully linked layer. This layer aids
in altering the output's dimensionality from the layer before so that the model may more easily
establish the relationship between the values of the data it is working with. [9]

Although a densely connected neural network normally won't perform the best on text data, it's
an excellent place to start to understand how to create and test deep learning models for text.
This kind of network architecture can be utilized as a link between bag-of-words methods used
in simpler classification and regression models and methods other than bag-of-words, which
are mainly employed in LSTM and CNN models. Word sequences and placements can be taken
into account in addition to word counts thanks to deep learning. [9]

Figure 2.4 shows a feed-forward neural network topology with many connections. The first
hidden layer is tightly (in this example, totally) connected to the input when it enters the
network all at once. A layer is "hidden" in the sense that the input and output layers handle its
connection to the outside world. Only the following layer is connected to the neurons in any
given layer. Variable hyperparameters of the model chosen by the practitioner include the
number of layers and nodes inside each layer. [9]
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forest

Figure 2.4 High-level diagram of a feed-forward neural network [43]

The input units are depicted with words in Figure 8.1, however this is not a completely accurate
representation of a neural network. As neural networks only function with numeric variables,
these words will actually be represented by embedding vectors.

A densely connected layer in a neural network refers to a layer where every neuron is connected
to every neuron in the preceding layer. This type of layer is commonly used in artificial neural
networks. During the forward pass, each neuron in the preceding layer sends signals to the
neurons in the dense layer, which perform matrix-vector multiplications. The output of the
previous layers is multiplied by the dense layer's weights, and the result is passed to the next
layer. This is only possible when the number of columns in the output of the previous layer is
equal to the number of rows in the dense layer's weight matrix. [43]

The general formula for a matrix-vector product is shown in figure 1.5:
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Figure 2.5: General formula for a matrix-vector product. [43]

A'is a (M x N) matrix, and x is a matrix with a diagonal of 1, as in Figure 2.5. Backpropagation
is a widely used algorithm in the training of feedforward neural networks. It uses gradient
descent to optimize the network's parameters, allowing for the efficient update of the weights
and biases of the neurons in the dense layers. This process is done by calculating the gradient
of the loss function with respect to the network's weights for a single input or output. The dense
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layers, which are typically used in artificial neural networks, output an N-dimensional vector,
and the dimension of these vectors decreases as it moves through the layers. To adjust the
dimension of the vectors, each neuron in a dense layer is used. [43]

Every neuron in the thick layer receives information from every neuron in the preceding layers.
Therefore, it can be claimed that if the layer above produces a (M x N) matrix by aggregating
the results from each neuron, this output flows through the dense layer, where a dense layer
should have N neurons.

Dense neural networks are the simplest network architecture that can be applied to fit
classification models for text data, and they serve as a useful transitional model to
understanding the more complicated model designs that are more frequently used in practice
for text modeling. These models require different preprocessing than more straightforward
models since they have more parameters than those simpler models. Tokenization enables the
development of modeling features that accurately reflect the original text's tokenization order.
By doing this, a model may be able to learn from patterns in sequences and order, which is not
achievable with more straightforward models.

In DNN, some fine control, like manually creating features using domain expertise, is forgone
in favor of feature engineering in the anticipation that the network will eventually learn critical
features on its own. The researcher still has some control over feature engineering because they
still choose how to normalize and tokenize data before the tokens are sent into the network. [9]

2.3.3.2 Convolutional Neural Networks

The most popular deep learning architectures for image processing and image recognition are
convolutional neural networks (CNNs). Given their dominance in the realm of vision, it makes
sense that efforts to implement them in many machine learning domains would be made.

A CNN is essentially a neural-based method that represents a feature function that is used to
extract higher-level information from constituent words or n-grams. The resulting abstract
features have proven useful for a variety of tasks, including sentiment analysis, machine
translation, and question-answering. One of the first scholars to use CNN-based frameworks
for NLP problems was Collobert and Weston. Their approach's objective was to use a look-up
table to convert words into vector representations, which produced a crude word embedding
method that learned weights during network training (see Figure 2.6 below). [10]
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Figure 2.6: Basic CNN architecture. [10]

Sentences are first tokenized into words in order to do sentence modeling with a basic CNN.
These words are then changed into a word embedding matrix (also known as an input
embedding layer) of d dimensions. The next step is to add convolutional filters to this input
embedding layer, which entails applying a filter with every window size that can be used to
create a feature map. Afterwards, a max-pooling operation is applied, which performs a max
operation on each filter to produce an output of a defined length and lower the output's
dimensionality. And the final sentence representation is created by that process.
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Figure 2.7: Example of Convolutional Neural Networks in NLP and description of its algorithm. [32]

The way that each word (token) is represented as three-dimensional word vectors is the first
thing that stands out. An example is shown in Figure 2.7 of how a sentence can be introduced
into a CNN network. Then, using one step (also known as a stride), a weight matrix of 3x3 is
slid horizontally over the sentence, catching three words at a time. A filter is made up of this
weight matrix and an activation function, similar to those found in feed-forward neural
networks. The activation function ReLU (rectified linear unit) is mostly utilized in CNNs and
deep neural nets because of specific mathematical features.

Returning to image classification, it is generally believed that each filter can identify a variety
of features in an image, and that the deeper the filter, the more likely it is to identify complex
details. For instance, the first filters in your Convnet will identify basic features like edges and
lines, but the features at the very back of the network may be able to identify specific animal
species. None of the filters are hardcoded in this process. The weights of these filters will be
learned from the data thanks to backpropagation. [32]

The next important step is to calculate the output (convolved feature). The convolution is
typically performed by a small kernel, also known as a filter, which is moved across the input
data, and a dot product is calculated between the kernel and a small region of the input data at
each position. The dot product is then used to create a new feature map, also known as an
activation map Figure 2.8 below.
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The calculation of a convolution can be broken down into the following steps:

Initialize a kernel (filter) of a specific size, this is the parameters that will be learned
during the training.

Slide the kernel over the input image, one pixel at a time, starting from the top left
corner.

At each position, perform element-wise multiplication between the kernel and the
overlapping region of the input image.

Sum the results of the element-wise multiplications to get a single scalar value.

This scalar value is then placed on the corresponding position in the output feature map,
also known as the convolved feature.

Repeat the process for all positions on the input image to create the entire feature map.
Repeat the above process for all kernels (filters) in the layer to create multiple feature
maps.

It's worth noting that the convolution operation can be done in different ways, for example,
using padding to handle the edges, or using strides to reduce the computation. Also, the
convolution operation can be performed in parallel across multiple filters in a single pass, this
is called multiple convolutions. [32]

x1 x1 x1

x0 x2 %0

x0 x2 x0

Convolved feature

Image

Figure 2.8: Representation of convolved feature in CNNs and how its calculated. [32]

When applied to text a filter that slides by 3 strides horizontally across the window in 1-
Dimension will be used:
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Figure 2.9: Output calculation in CNNs regarding text in convolved procedure. [32]

The output size of the convoluted feature calculation may be less than the input size. It is also
not difficult to envision scenarios in which the filter does not perfectly fit the matrix with a
specific number of slides. Padding can be used in two different methods to address these issues:

. Add zero vectors to the edges on the outside (zero-padding)
. disregard the matrix row or column that does not fit the filter (valid padding)

In CNNs, pooling is the same as dimension reduction. The main concept is to determine a
number that best represents the output by subdividing the output layers. This works so well
because it allows the algorithm to learn lower-order representations of the data while using
fewer parameters. Common types of pooling are the following:

. Max pooling
. Average pooling
. Sum pooling

The input from the prior pooling and convolutional layers is fed into the final fully connected
layer, which subsequently performs a classification task. [32]

Other NLP tasks like NER, aspect identification, and POS can be researched by making the
aforementioned basic CNN more complicated and modifying it to make word-based
predictions. This necessitates a window-based method, where each word is given consideration
within a specified size window of its nearby words (sub-sentence). The training goal of a
standalone CNN, also known as word-level classification, is to predict the word in the center
of the window after it has been applied to the sub-sentence.
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The inability of basic CNNs to simulate long distance dependencies, which is critical for many
NLP tasks, is one of their weaknesses. In order to solve this issue, CNNs have been combined
with time-delayed neural networks (TDNN), which allow for a wider contextual range to be
trained simultaneously. Dynamic convolutional neural networks are additional helpful varieties
of CNN that have demonstrated success in a variety of NLP applications, including sentiment
prediction and question type classification (DCNN). When performing phrase modeling, a
DCNN employs a dynamic k-max pooling technique in which filters may dynamically span
variable ranges. [32]

Aspect identification, sentiment analysis, brief text categorization, and sarcasm detection are
some of the more sophisticated tasks that CNNs have been utilized for. Other tasks include
sentiment analysis and sarcasm detection. However, several of these researches claimed that in
order to use CNN-based techniques on microtexts like Twitter tweets, outside information was
required. Question-answer representations, query-document matching, speech recognition,
machine translation (to some extent), and other tasks have also shown CNN to be effective. On
the other hand, for automatic text summarization, a DCNN was utilized to hierarchically learn
to collect and synthesize low-level lexical information into high-level semantic notions.

However, CNNs struggle to maintain sequential order and represent long-distance contextual
information. CNNs are useful because they can mine semantic hints in contextual windows.
Such learning is better suited to recurrent models. [10]

2.3.3.3 Recurrent Neural Networks

RNNSs are the best tools for handling issues where the sequence matters more than the specific
components.

In essence, an RNNs is a fully connected neural network that has had some of its layers
refactored into loops. This loop often involves an iteration over the concatenation or addition
of two inputs, a matrix multiplication, and a non-linear function. [7]

The following tasks are among those that RNNs excel at when used with text:

. Sequence labelling
. Natural Language Processing (NLP) text classification
. Natural Language Processing (NLP) text generation

Time series forecasts and other sequence predictions that are not dependent on images or tabular
data are other jobs that RNNs are proficient at handling.

RNNs in fact possess an internal memory that enables the prior inputs to influence the
predictions made in the future. Knowing the preceding words in a sentence makes it much
simpler to predict the subsequent word in that sentence with more accuracy.

The order of the elements is frequently as significant as or more important than the preceding
item in jobs best suited to RNNSs. [7]

RNNs are specialized neural-based methods for processing sequential data that are efficient.
The results of earlier computations are used to conditionally apply a computation to each
occurrence of an input sequence by an RNN. A fixed-size vector of tokens that are sequentially
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(or one at a time) supplied to a recurrent unit serves as a typical representation of these
sequences. A straightforward RNN framework is shown in the Figure 2.10 below. [10]
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Figure 2.10: Simple recurrent neural networks framework. [10]

The ability of an RNN to remember the outcomes of earlier computations and employ that
knowledge in the present computation is its key strength. RNN models can thus be used to
represent context dependencies in inputs of any length in order to properly compose the input.
RNNs have been used to research a variety of NLP problems, including language modeling,
picture captioning, and machine translation, among others.

An RNN model can perform some natural language tasks as well as or even better than a CNN
model, although it is not always superior. This is because they represent quite dissimilar features
of the data, which limits their usefulness to the semantics necessary for the task at hand. [10]

RNNs normally accept one-hot encodings or word embeddings as input, but occasionally they
also accept abstract representations built, for example, by a CNN model. The vanishing gradient
problem, which affects simple RNNs, makes it challenging to learn and adjust the parameters
in the earlier layers. Later, many variations were developed to get around this restriction,
including long short-term memory (LSTM) networks, residual networks (ResNets), and gated-
recurrent networks (GRU).

An LSTM consists of three gates (input, forget, and output) and uses a combination of the three
to determine the hidden state. Although GRUs only have two gates and are less sophisticated
than LSTMs, they are more effective. According to a study, it is challenging to determine which
gated RNNSs are more efficient, and they are often chosen based on the available computational
power. Different LSTM-based models have been put out for sequence-to-sequence mapping
(through encoder-decoder frameworks) that are appropriate for applications including text
summarization, question answering, simulating human dialogues, machine translation, and
more.

LSTMs are designed to address the problem of long-term dependence. Unlike traditional
recurrent neural networks, LSTMs are able to maintain a long-term memory, which is their
inherent behavior, rather than struggling to learn it.

Recurrent neural networks (RNNSs) consist of a series of repeating neural network modules. In
a typical RNN, the repeating module is usually composed of a single layer, such as a tanh layer.
However, LSTMs have a different structure for their repeating module. Instead of a single layer,
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LSTMs have four neural network layers that interact in a specific way to form a chain-like
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Figure 2.11: The repeating mechanism (cell state) in an LSTM that contains four interacting layers. [6]

The cell state (Figure 2.11) is a crucial variable in LSTMs, which works like a conveyor belt by
allowing information to pass through it with minimal modifications. LSTMs can control the
flow of information in the cell state through gates, which are composed of a pointwise
multiplication operation and a sigmoid layer. The sigmoid layer generates values between 0 and
1, which determine the amount of each component that is allowed to pass through the gates.

Most common applications of RNNs in NLP are [10]:

. Word-level classification (e.g., NER)

. Language modeling

. Sentence-level classification (e.g., sentiment polarity)

. Semantic matching (e.g., match a message to candidate response in dialogue systems)

. Natural language generation (e.g., machine translation, visual QA, and image
captioning)

2.3.34 Attention Mechanism

In natural language processing (NLP), attention mechanism is a technique used to focus on
specific parts of input sequences when processing them. Attention mechanisms allow neural
networks to selectively focus on certain parts of the input, rather than using the entire input
equally. Attention models are commonly used in tasks such as machine translation, text
summarization and question answering, where it's important to understand the relationship
between different parts of the input. Attention mechanisms use a set of weights called attention
scores, which are learned during training, to determine which parts of the input should be given
more importance. These attention scores are calculated by comparing the current input with all
other parts of the input, and are then used to weight the input, so that the model pays more
attention to the most important parts. [27]

In essence, the attention mechanism is a method that was developed in order to allow the
decoder component of the aforementioned RNN-based framework to employ the most recent
hidden state in addition to context vector information that was computed using the input hidden
state sequence. This is especially useful for activities where some alignment between the input

and output text is necessary.
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The attention mechanism was first introduced by Dzmitry Bahdanau, Kyunghyun Cho, and
Yoshua Bengio in their 2014 paper "Neural Machine Translation by Jointly Learning to Align
and Translate". The attention mechanism was developed as a way to improve the performance
of neural machine translation models. Attention allows the model to focus on specific parts of
the input when generating the output, rather than using the entire input equally. This approach
proved to be very effective and has since been applied to many other NLP tasks, such as text
summarization, question answering, and image captioning. The attention mechanism has been
further developed and improved upon by many researchers in the field of NLP and deep
learning. [27]

Bahdanau et al.’s attention mechanism can be broken down into the following steps:

e First, the input sequence is passed through an encoder network to generate a set of
hidden states. These hidden states represent the meaning of each word in the input
sequence.

e Next, the decoder network generates a set of hidden states for the output sequence.

e The attention mechanism then uses the hidden states from the encoder and the decoder
to calculate the attention scores. This is done by concatenating the decoder hidden state
and each encoder hidden state, and then passing the concatenated vector through a
feedforward neural network, which produces the attention scores.

e The attention scores are then used to weight the encoder hidden states. This is done by
taking a weighted sum of the encoder hidden states, where the weights are the attention
scores.

e The weighted sum is then passed through a tanh activation function to produce the
attentional context vector.

e Finally, the attentional context vector is concatenated with the current decoder hidden
state, and the concatenated vector is passed through a feedforward neural network to
produce the final output.

e The above process is repeated for each time step in the output sequence.

It's worth noting that this is one of the implementations and there are many variations of
attention mechanism that has been proposed. Some of them have been proposed and developed
after Bahdanau's attention mechanism.

An RNN was used by Bahdanau et al. for both the encoder and decoder. Although the
information may not always be related in a sequential manner, the attention process can be re-
formulated into a universal form that can be applied to any sequence-to-sequence (abbreviated
to seq2seq) activity.

Basically, the generalized attention mechanism works by comparing each key in the database
with a query vector that corresponds to a specific word in the input sequence. This is used to
determine the relationship between the word being examined and the other words in the
sequence. The values are then scaled based on the attention weights, which are calculated from
the scores, to focus on the relevant terms in the query. As a result, the word being examined
receives an output of attention. [27]

Machine translation, text summarization, image captioning, conversation production, and
aspect-based sentiment analysis have all used attention mechanisms successfully. Attention
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mechanisms come in many different shapes and varieties, and they continue to be a crucial topic
of study for NLP researchers looking into a range of applications. [10]

The widely used models for sequence transduction, such as machine translation, are based on
complex neural networks that have both encoder and decoder components. These models, such
as the Transformer, use an attention mechanism to connect the encoder and decoder, which
enables them to outperform previous models by a large margin. The Transformer is a new type
of model that does away with recurrence and convolution in favor of attention methods.
According to experiments on machine translation tasks, the Transformer models are of higher
quality, more parallelizable and faster in terms of training time. On the WMT 2014 English-to-
German translation challenge, the Transformer model achieved 28.4 BLEU, outperforming
previous models by more than 2 BLEU. It also achieved a new single-model state-of-the-art
BLEU score of 41.8 on the WMT 2014 English to French translation problem after training for
3.5 days on eight GPUs. The Transformer is also found to be successful in English constituency
parsing with both large and small training data, showing its ability to generalize to different
tasks. [3]
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Figure 2.12: The Transformer model architecture. [3]

MSc in Artificial Intelligence & Deep Learning, MSc Thesis
loannis Pontikis, MSCAIDL-0012. 45



Greek Patent Classification Using Deep Learning

The Transformer, which architecture can be seen in Figure 2.12, is the first sequence
transduction model based solely on attention, substituting the recurrent layers, most frequently
found in encoder-decoder designs, for the multi-headed self-attention.

The Transformer may be trained for translation jobs far more quickly than recurrent or
convolutional layer-based systems. The transformer attained a new state of the art on the WMT
2014 English-to-German and WMT 2014 English-to-French translation tasks. The best model
performs even better than all previously published ensembles in the first task.

In addition to investigating local, restricted attention techniques to effectively handle massive
inputs and outputs like graphics, audio, and video, The Transformer will be expanded to
problems involving input and output modalities other than text. Another research objective for
the Transformer is to reduce generation's sequential nature. [3]

2.4 Related Work on Patent Classification

Many researchers in this field have tried different methodologies in this matter. In this thesis
we review the most effective and relevant to the automated classification approach. Since we
are talking about text processing, we are referring to Natural Language Processing problems.

24.1 Data Sources

Data source is the most “slippery slope” in this classification problem. Due to this research, the
findings were that in every single trial for maximizing accuracy and method development
different set of data were chosen. This dissimilarity in data makes it hard to compare methods
and results that are presented in each approach. There are some well-known datasets, but since
technology evolves and patents are being filled every day, there is a constant need in updating
these datasets over and over. Such datasets are CLEF-IP*, USPTO® and WIPO-Alpha®.

2.4.2 Preprocessing

General preparations are taking place from, almost, all researchers. Tools such as tokenization,
stopwords removal, word stemming, converting lower case [29] are in every data preparation
research, which was evaluated.

24.2.1 Bag of Words

Bag of Words (BOW) is a technic which was introduced by Z. Harris in 1954 [11], this was
introduced by C.J. Fall and his team in 2003 with a tool called “Rainbow” [5] and it was very
helpful in Patent classification approaches since 2013 and in 2017 a team from University of
Mato Grosso in Brazil implemented a technic called Continuous Bag of words for a better data
preparation in Long Short-Term Memory (LSTM) models [24]. In 2018, S. Li and his team
stated that word vectorizing technics would outperform BOW in various ways [23].

2.4.2.2 Embeddings

In NLP embedding aka word vectorization, is a technic widely popular. In this field of patent
classification, as no exception, word vectorization is taking place in every single trial for a

4 http://www.ifs.tuwien.ac.at/~clef-ip/download-central.shtml
5 https://www.uspto.gov/ip-policy/economic-research/research-datasets
5 https://www.wipo.int/classifications/ipc/en/ITsupport/Categorization/dataset/wipo-alpha-readme.html
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better solution to the problem. In this research, the first who used an embedding technic was
the Beijing Information Science and Technology University [40]. This is almost 3 years after
“Word2Vec” was published by Tomas Mikolov [35]. Surprisingly, 3 years after a team from
Alber-Ludwig University of Freiburg used in their approach 3 systems, “GloVe”, “Word2Vec”
and “FastText” [21]. Finally, latest different approach was from a team in Seoul University of
Science and technology which used a package named “KoRpus” in language R [22]. In June
2021 L. Fang introduced the latest system “Patent2Vec” which is the latest effort in patent
embeddings [22].

2.4.3 Methodologies

After reviewing a large number of articles in the patent classification area using Artificial
Intelligence and deep learning methods, the findings are quite impressive. Besides that, a small
number of researchers are currently on this subject, most recent techniques were used.

In 2003 a team of researchers did an early approach in automated patent classification using
Naive Bayes (NB), K-Nearest Neighbors (KNN), Support Vector Machine algorithms (SVM)
and SNoW [25]. They used three different measures of success. Top prediction, Three Guesses
and All categories which all of them was a probability in which class a patent would be more
fitted in. For comparison reasons we will assess the top prediction category, and, in this area,
they were evaluating 3 types of data taken from patents. Titles, Claims and First 300 words.
The results were 55% with NB and SVM in 300 words. The rest was below 45%. Lastly in 2011
I. Christopher and hit team implemented a logistic regression which surpassingly outperformed
previous methods with a precision of 84% [12] but due to different datasets and computational
capabilities those performances can’t be compared. I. Christopher and his team also did an
improvement in linear SVM algorithm with 92% on 1 level classification and 61% on 2 level
classification [12]. The latest effort on SVMs was by J. Yun and Y. Geum in 2020 were they
tried an SVM algorithm with radial basis function kernel. Also, they perform Latent Dirichlet
Allocation (LDA) method in subgroup level and the results were fantastically good. They
manage to achieve 78% precision. So LDA made a huge difference in SVM models [22].

2431 Deep Learning

Neural Networks: 1. Christopher and his team in 2011 also developed a Neural Network (NN)
model. They achieved a Precision of 95% but 59% recall and 71% f1-score which indicates an
overfit problem [12]. In 2016, B. Xia and his team in the University of Beijing proposed a new
method with Restricted Boltzmann machine which looks promising, but results were not
presented [40].

LSTM: After recognition of NB, SVM and KNN weaknesses, M.T. Grawe and his team
developed and implemented LSTM method for training. As mentioned before, the combination
of Word2Vec and LSTM achieved an accuracy of 63% but 63% recall and 62% fl1-score and
66% precision [24]. It is obvious that this is a more stable model. Later in 2019 S. Mustafa
developed a system that they named it DeepL4Patent achieved 74% accuracy 92% precision
and 63% Recall with 75% f1-score [29].

Convolutional Neural Networks: Last but not least, S. Li in 2018 implemented CNN and word
embeddings which they named DeepPatent. They used a quite large dataset, and they achieved
83% Precision and over 80% recall [23].

MSc in Artificial Intelligence & Deep Learning, MSc Thesis
loannis Pontikis, MSCAIDL-0012. 47



Greek Patent Classification Using Deep Learning

2.4.4 Hypertuning, Optimization & Transfer Learning

After all these attempts through the years, a team in University of Freiburg in 2019 with L.
Abdelgawad in charge attempted a to optimize all these models and compare them.

The results were quite impressive. Two Datasets were chosen, Pat16 and Wipo-alpha [21].

Table 2.1 Accuracy (%) for each model

Method Pat16 @100 Wipo-Alpha
Linear SVM 68.8 41.0
NB 65.5 33.0
CNN 80.5 49.5
ULMFiT 82.8 49.7
BERT . 534

In conclusion, it is clear from the results in Table 2.1 that transfer learning with ULMFIT and
BERT outperform all other methods so far. For Hyperparameter optimization they used a
system called BOHB [28]. Also, the best accuracy was achieved using FastText word
embeddings.

Finally, J. Lee and J. Hsiang, in 2020 they did a tuning on BERT specifically on patent
classification and their results are what we can call state of the art. They used besides IPC a
more complex system called CPC (Cooperative Patent Classification) which is similar to IPC,
but they manage to achieve 84.26% of precision and 66.8% F1-score. May not be the best in
total numbers but the dataset they used was over 11 million patents.
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3  Experimental Set-Up for Greek Patent Classification

3.1 Problem formulation

In recent years, the rapid growth of patents has increased the need for automated processes and
data processing systems. The reason to implement such an idea is because Patent offices and
third-party organizations which have a large volume of patents, needs such a tool. Classification
process takes time and effort as long as resources. Automated classification can save time since
it is being done within seconds while an examiner needs 1-3 hours. Moreover, inside an
organization, such a tool can be useful as a rooting agent that can redirect the patent in the
respective technological field department.

Therefore, the final problem formulation and the research topic of this Thesis is “Development
of a classification and routing agent for Greek patents using state of art deep learning tools
and methods”.

3.2 Dataset of Patents

3.21 Greek Patent Dataset

Greek patents are documents hard to be processed due to the fact that a large number among
them have been drawn up by non-certified “patent agents”. In order to solve this problem, we
needed to find very specific processes to extract the most useful information. Our database
source is the Greek National Patent Registry’ (E6viké Mntpdo Tithwv) EMT where we
extracted published patents from the year 2000 until today and we also used some published
patents from the EPO that were human translated in Greek. Our dataset consists of 69,020
patents. Although patents have a lot of data and information available, in EMT only the title,
abstract and IPC/CPC are in digital form, other sections like description and claims are in
digitization process. The only available and useful data that could be extracted were the abstract,
title and IPC (used as a label).
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Figure 3.1: Graph of counting 3 classes of the Greek dataset.
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Since patents are technical documents, we divided our patent applications into three major
classes based on their scientific field. Mechanical, electrical and chemical/bio-technological are
three major categories that have their own semi-unique vocabulary (GPD-3). All patentable
inventions can be divided into these three categories. Figure 3.1 or more precisely the

Table 3.1, presents the number of patents for each class. To be able to effectively include each
patent document in one of these three classes, we considered the IPC system down to subgroup
level, and we reclassified accordingly each document into the abovementioned three classes.

Table 3.1: Number of GPD-3 in each class.

Class Patents
Mechanical 22,076
Electrical 8,642

Chemical 38,302

A second approach was implemented by separating patent data into 8 classes (GPD-8) (Table
3.2). More specifically, from the IPC classification system we used the first level. As
abovementioned the IPC is constructed in five hierarchical levels. Section, class, subclass,
group and subgroup. Section is consisted by 8 Sections, A, B, C, D, E, F, G and H. We used the
1st letter of the classification, e.g. (A63B3/63) the (A) corresponds to the section level.

Table 3.2: Number of GPD-8 in each class level of the IPC.

Class Patents
A Human Necessities 23,525
B Performing Operations; Transporting 9,491
C Chemistry; Metallurgy 19,386
D Textiles; Paper 594
E Fixed Constructions 3,242
F Mechanical Engineering; Lighting; Heating; 4370
Weapons; Blasting ’
G Physics 3,701
H Electricity 4711

The reason those two different types of classification were chosen is because the Greek IP
Office has three departments (mechanical, electrical, chemical) in accordance with the nature
of the invention and the routing tool must be able to find the right department in which the
patent needs to be routed. The second 8 class system gives the field according to the IPC
classification which helps the examiner understand in which field the patent is referring to. For
example, A class is “Human Necessities” which can contain and mechanical related inventions
and electrical related inventions.

Class Weights

Class weights are used to assign a larger weight to the under-represented class during training,

so that the model pays more attention to it, and tries to reduce the imbalance. By assigning
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higher weights to the under-represented class, the model is encouraged to make more accurate
predictions for it, and thus improve its overall performance.

There are different ways to assign class weights, some common methods include:

e Manual: Assign class weights manually by setting them to a specific value, such as the
inverse of the class frequencies in the dataset.

e Automatic: Calculate class weights automatically based on the class frequencies in the
dataset, such as the sklearn's compute_class_weight® function.

In summary, class weights in training neural networks are used to adjust the importance of
different classes during training. This is particularly useful when the dataset is imbalanced and
to ensure the model pays more attention to the under-represented class and reduce the
imbalance, thus improving the overall performance of the model. All class weights can be seen
in Appendix B.

3.2.2 English Data

Another dataset that was used was a similar dataset with English patents (EPD-8). Patents are
mostly in English. In order to get something that would be able to compare results in a bigger
scale, a dataset with 2,240,748 patents was used. Table 3.3 describes in detail how many patents
are in each class. This dataset was taken from google patents and more specifically from Big
Query9 that google uses. To extract this dataset, SQL was used through Google Colab® since
they were a lot of limitations in space and requests since this is a limited tool from Google!!.
Similarly, IPC was used for classification in an 8-class. Since internal data that we used for
GPD-3 are not available and the classification for 2,240,748 patents would take a lot of time,
only 8-class was used.

Table 3.3: Number of English patents in each class level of the IPC.

Class Patents
A Human Necessities 347,688
B Performing Operations; Transporting 501,566
C Chemistry; Metallurgy 217,877
D Textiles; Paper 30,189
E Fixed Constructions 110,042
= Mechanical Engineeri.ng; Lighting; Heating; 216.307
Weapons; Blasting
G Physics 423,828
H Electricity 393,238

8 https://scikit-learn.org/stable/modules/generated/sklearn.utils.class_weight.compute_class_weight.html

9 BigQuery is a serverless, highly scalable, and cost-effective cloud data warehousing solution provided by
Google Cloud. https://cloud.google.com/bigquery#section-1

10 Google Colab is a free cloud-based platform that allows for collaboration, editing, and running of Jupyter
notebooks. https://colab.research.google.com/

11 Google is a multinational technology company specializing in Internet-related services and products that
include online advertising technologies, search engines, cloud computing, software, and hardware.
https://www.google.com/
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3.3 Preprocessing

As previously mentioned, Greek patents have a lot of noisy information, thus, preprocessing is
extremely critical in this approach. Many methods were performed to extract the most useful
information out of our data. We also cleaned our data from punctuation and diacritics, and we
also uncased all the words. Finally, we limited our documents to the first 200 words in each
sample and our corpus was the 15,000 most frequent words.

3.3.1 Stopwords

Stopwords are a set of commonly used words in a language that are usually removed from text
data before processing because they are unlikely to contain useful information. These words
are considered "stop words" because they do not add significant meaning to the text, and they
can be considered as "noise" in the data. Examples of English stopwords include "a,” "an,"”
"the,” "and,” "in," "on," etc. The list of stopwords can vary depending on the specific application
or the language being used.

For cleaning purposes, NLTK*? python library was used which has Greek stopwords, but it was
insufficient. Then we took from our corpus the top 15,000 words, and we created a new list of
stopwords especially for patents and technical documents.

3.3.2 Stemming

Stemming is a process that reduces words to their base form, also known as the root or stem of
the word. This is done by removing the suffixes and prefixes from the word, leaving only the
base form. The goal of stemming is to reduce words to their core meaning, and to group together
words that have the same root, regardless of their inflection.

For example, the words "jumping,” "jumps,” and "jumped"” would all be reduced to the stem
"jump." Similarly, "running," "runner," and "ran" would be reduced to the stem "run." This can
be useful for tasks such as text classification and information retrieval, as it can help to reduce
the dimensionality of the data by reducing the number of unique words.

There are different algorithms that can be used for stemming, such as the Porter'® stemmer,
Snowball** stemmer, and the Lancaster'® stemmer. Each algorithm has its own strengths and
weaknesses, and the choice of algorithm will depend on the specific application and the
language being used. But unfortunately, none of them can be used in Greek and more
specifically for complex technical problems such as patents.

After analysing the glossary problem and after many attempts it was concluded that the best
way to stem the corpus and not lose some critical words was by removing the final «g», «v».
3.3.3 Lemmatization

Lemmatization is a process in natural language processing (NLP) that reduces words to their
base or root form. This is done by identifying the word's lemma, or the base form of the word,

12 https://www.nltk.org/ Is a python library with predefined well known stopwords.

13 porter Stemming Algorithm (tartarus.org)

14 Snowball (snowballstem.org)

15 Another stemmer | ACM SIGIR Forum
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and mapping it to the word. Lemmatization is similar to stemming, but it results in an existing
word, whereas stemming may produce a non-existing word. This can be useful for tasks such
as text classification and information retrieval, as it can help to reduce the size of the vocabulary
by reducing the number of unique words. A tool that was used was spaCy7. Unfortunately, it
was not performing well for technical documents, and an inhouse lemmatization was developed
library which outperformed spaCy even with a small number of words. This is currently under
development.

3.34 Tokenizer

Tokenization is the process of breaking down a larger piece of text into smaller units called
tokens. These tokens can be words, phrases, sentences, or paragraphs, depending on the task
and the level of granularity needed. Tokenization is a fundamental step in many natural
language processing (NLP) tasks, such as text classification, information retrieval, and
language translation. It is used to divide a text into meaningful segments, making it easier to
analyze and work with the data. For tokenization of the dataset Keras8 framework was used
and then Bag of Words was created upon our final corpus.

3.35 Embeddings

For the creation of embeddings, Keras’ embedding layer was used. This layer is used as part of
the deep learning models where the embeddings are learned along with the model itself. Each
model has their own embeddings. A size of 128 was chosen for all of our models.

3.3.6 Evaluation Methods

In neural networks, the train-validation split is a technique used to divide the data into two sets:
the training set and the validation set. The training set is used to train the model, while the
validation set is used to evaluate the model's performance during the training process. The
training set is used to fit the model's weights and biases to the data, while the validation set is
used to monitor the model's performance during the training process and select the best
hyperparameters. The goal is to find the best set of weights and biases that minimize the error
on the validation set.

Moreover, he train-validation split is an important technique in neural networks as it allows to
detect overfitting. Overfitting occurs when a model is too complex, and it performs well on the
training set but poorly on the validation set. By using the validation set, we can detect overfitting
by monitoring the performance of the model on unseen data and adjust the model's complexity
accordingly. The split ratio between train and validation sets is usually of 80% - 20% but it can
vary depending on the size of the dataset. In some cases, a separate test set is also used, to
evaluate the model's performance on unseen data once it has been trained. It is a technique used
in neural networks to divide the data into two sets: the training set and the validation set. The
training set is used to train the model, while the validation set is used to evaluate the model's
performance during the training process. This allows for detecting overfitting and adjusting the
model's complexity accordingly. [30]

For assessing the model’s performance on performed tasks it was used a set of metrics. The
goal is to determine how well the model is able to make predictions on unseen data. Metrics
used were Accuracy, F1 score, Precision and Recall.

Accuracy is a commonly used metric in machine learning to evaluate the performance of a
model on a classification task. It represents the proportion of correctly classified instances out
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of the total number of instances in the dataset. Basically, it is the number of correctly classified
instances divided total number of instances. It ranges from 0 to 1, where 1 is perfect accuracy
and 0 is no accuracy. [33]

Precision is the number of true positive predictions divided by the total number of true positive
and false positive predictions. It is a measure of how many of the positive predictions made by
the model are correct. [33]

Recall is the number of true positive predictions divided by the total number of true positive
and false negative predictions. It is a measure of how many of the actual positive cases the
model correctly identified. [33]

The F1 score is a balance between precision and recall. It is the harmonic mean of the two,
which means that it gives more weight to low values. The F1 score ranges between 0 and 1,
with a score of 1 indicating perfect precision and recall, and a score of 0 indicating that the
model made no correct predictions.

3.4 Methodology

After understanding the contribution of deep learning in such concepts, it was clear that such
approaches could solve the problem of classifying patents. The depth of how much of this
complex classification problem could be solved with such approaches is yet to be discovered.

34.1 Dense Neural Networks

The first model evaluated was a Dense neural network also known as fully connected (FC)
network. A simple structure of NN was used with fully connected layers and each one followed
by ReLU [36] activation function. In total 5 layers were used with the last one being the
classification layer followed by a softmax activation function. The Adam optimizer was
selected using categorical cross entropy as loss function.
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Figure 3.2: Dense Neural Network Architecture.
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3.4.2 Convolutional Neural Networks

After careful consideration of the related work, another chosen methodology was that of
Convolutions Neural Networks (CNN). In this implementation two 1-dimensional
convolutional layers followed by ReLU activation functions were used, having 256 and 128
filter shape, respectively. Afterwards the processed data were flattened to feed dense layers and
a final classification layer, while Adam optimizer was selected having categorical cross entropy
as loss function.

Convi1D 256

ConviD 128

Stopwords
Lemmatization
Class Prediction

Tokenization

| 13 |234| 33 | 2 345|3343I345|325|
Embeddings

Figure 3.3: Convolutional Neural Network Architecture.

3.4.3 Recurrent Neural Networks

Recurrent neural networks were another methodology chosen to be investigated. In recent
literature review, recurrent neural networks have amazing results in NLP tasks. They can grasp
the sequence of data, which is crucial to perceive the input pieces of text, since the order of
words play an important role in the semantic meaning. Moreover, in this comparison the use of
Long Short-Term Memory module was selected with size of 64 neurons and a dropout of 0.1
(Figure 3.4). After the LSTM layers dense layers were added with the final layer being the
classification layer and Adam optimizer was selected optimized using categorical cross entropy
as loss function.
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Figure 3.4: Recurrent Neural Network Architecture (LSTM).
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3.4.4 Transformers

Transformers [3], such as ALBERT [44] and RoBERTa [42], are considered to be the state-of-
the-art in the NLP field. Thus, fine-tuning of Greek-BERT was examined, which outperforms
other multilingual models [11] when it comes to Greek text classification, on the collected
patent classification dataset. Greek-BERT has the same architecture with the English-base-
uncased 9 (12-layer, 768-hidden, 12-heads, 110M parameters, as shown in Figure 3.5 BERT
model [15], trained on Greek WikipedialO, European Parliament Proceedings Parallel Corpus
11and a Greek part of OSCAR12. A hyper-tuning was done for learning-rate (LR) and then the
results of Greek-BERT were compared with the results of XLM [41] which is a multilingual
transformer-based model.
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Figure 3.5: Greek-BERT Architecture. [11]
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4  Results

In this chapter, all the result are presented and discussed. In each trial, several plots will be
presented such as loss per epoch, accuracy per epoch and also a confusion matrix indicating
how many data from test subset were classified correctly and how many were misclassified for
another class, providing more intuition. Finally, a classification report is presented which
presents precision, recall, F1-score and how many documents from the test dataset they were
used for evaluation.

4.1 Direct Evaluation on the Greek Patent Dataset

As abovementioned, in this development, dense neural networks were used. The training was
performed in the Greek dataset, and more particular to the 3 classes set that was created, then
in the 8 class and a comparison of the results is presented.

41.1 Vanilla Neural Nets

For the 3 classes problem the accuracy that was achieved was 88%. This was a really good
result for dense neural networks, taking into consideration that dense neural networks,
according to relevant research, don’t perform that well in such problems. The following figures
present the obtained accuracy and loss (Figure 4.1), the confusion matrix (Figure 4.2) and the
corresponding classification report (Table 4.1).
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Figure 4.1 Accuracy and Loss graph for FCNN on the GPD-3.

Figure 4.2: Confusion matrix for the FC NN on the GPD-3.
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Table 4.1: Classification Report for the FC NN on the GPD-3.

Precision Recall F1-score Support
HAEKTPOAOI'TKO 0.71 0.82 0.76 875
MHXANOAOI'TKO 0.84 0.88 0.86 2,281
XHMIKO 0.96 0.90 0.93 3,746
ACCURACY - - 0.88 6,902
MACRO AVG 0.84 0.87 0.85 6,902
WEIGHTED AVG  0.89 0.88 0.89 6,902

For the 8 classes problem, apparently the accuracy was significantly lower. Dense neural
networks manage to get a 67% accuracy (Figure 4.5, Table 4.2). We can clearly see a big
confusion in classes A and C which is the hardest classes to be predicted (Figure 4.6). This is
because they have a lot of similar words that are overlapping between each class. For example,
the classification of CO7K14/195 as seen in Figure 4.3, refers to peptides in general as it is part

of chemistry.

co7
CO7K

CO7K 14/00

CO7K 14/195

CHEMISTRY; METALLURGY ) o
CHEMISTRY

ORGANIC CHEMISTRY o
PEPTIDES (peptides in foodstuffs A23; obtaining protein compositions for foodstuffs, working-up s D @ A

proteins for foodstuffs A23J; preparations for medicinal purposes A61K; peptides containing beta-
lactam rings C07D; cyclic dipeptides not having in their molecule any other peptide link than those
which form their ring, e.g. piperazine-2,5-diones, C07D; ergot alkaloids of the cyclic peptide type
C07D 519/02; macromolecular compounds having statistically distributed amino acid units in their
molecules, i.e. when the preparation does not provide for a specific; but for a random sequence of the
amino acid units, homopolyamides and block copolyamides derived fram amino acids C08G 69/00;
macromolecular products derived from proteins C08H 1/00; preparation of glue or gelatine CO9H;
single cell proteins, enzymes C12N; genetic engineering processes for obtaining peptides

C12N 15/00; compositions for measuring or testing processes involving enzymes €12Q; investigation
or analysis of biological material G01N 33/00)

Peptides having more than 20 amino acids; Gastrins; Somatostatins; Melanotropins; D
Derivatives thereof

* from bacteria o

Figure 4.3: Example of IPC showing description of C07K14/195.

Also, the classification A61K38/00 as seen in Figure 4.4, refers to medicinal preparations
containing peptides. This creates a big overlap in the terminology used in both IPCs because
they have a lot of common words due to the similarity of the content but yet again, they are

different.

A

A61
AG1K

A61K 38/00

HUMAN NECESSITIES s

HEALTH; AMUSEMENT
MEDICAL OR VETERINARY SCIENCE; HYGIENE

PREPARATIONS FOR MEDICAL, DENTAL OR TOILETRY PURPOSES (devices or methods sD ® A
specially adapted for bringing pharmaceutical products into particular physical or administering forms

AB1J 3/00; chemical aspects of, or use of materials for deodorisation of air, for disinfection or

sterilisation, or for bandages, dressings, absorbent pads or surgical articles A61L; soap compositions

Cc11D)

Medicinal preparations containing peptides (peptides containing beta-lactam rings A61K 31/00; D@
cyclic dipeptides not having in their molecule any other peptide link than those which form their ring,

e.g. piperazine-2,5-diones, A61K 31/00; ergot alkaloids of the cyclic peptide type A61K 31/48;

containing macromolecular compounds having statistically distributed amino acid units A61K 31/74;

medicinal preparations containing antigens or antibodies A61K 39/00; medicinal preparations

characterised by the non-active ingredients, e.g. peptides as drug carriers, A61K 47/00)

Figure 4.4: Example of IPC showing description of A61K38/00.
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Figure 4.5: Accuracy and Loss graph for FCNN on the GPD-8.
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Figure 4.6: Confusion matrix for the FC NN on the GPD-8.

Table 4.2: Classification Report for the FCNN on the GPD-8.

Precision Recall F1-score Support
A 0.86 0.57 0.68 2,330
B 0.60 0.53 0.56 979
C 0.74 0.83 0.78 1,950
D 0.14 0.70 0.24 80
E 0.49 0.73 0.59 306
F 0.59 0.71 0.64 418
G 0.45 0.56 0.50 363
H 0.73 0.75 0.74 476
ACCURACY - - 0.67 6,902
MACRO AVG  0.58 0.67 0.59 6,902
WEIGHTED
AVG 0.72 0.67 0.68 6,902
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41.2 Convolutional Neural Networks

Another method that has been chosen was CNNSs (structure se being described in previous
section 3.5.2). According to the related works, CNNs performs well in NLP problems and are
able to distinguish features in matrices better than fully connected dense neural networks.
Unfortunately, this was not the case exactly. For the 3 classes trial, CNNs performed similarly
to dense neural networks. The following figures present the obtained accuracy and loss (Figure
4.7), the confusion matrix (Figure 4.8) and the corresponding classification report (Table 4.3).
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Figure 4.7: Accuracy and Loss graph for CNN on the GPD-3.
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Figure 4.8: Confusion matrix for the CNN on the GPD-3.

Table 4.3: Classification Report for the CNN on the GPD-3.

Precision Recall F1-score Support
HAEKTPOAOI'IKO 0.68 0.82 0.74 875
MHXANOAOI'IKO 0.84 0.86 0.85 2,281
XHMIKO 0.96 0.90 0.93 3,746
ACCURACY - - 0.88 6,902
MACRO AVG 0.83 0.86 0.84 6,902
WEIGHTED AVG  0.88 0.88 0.88 6,902
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Similarly, as for the GPD-3 results, also for the GPD-8, it is clear that they have similar results
to the FC neural network’s. This means that CNN are a little bit unable to grasp extra features
than the FC neural networks. The following figures present the obtained accuracy and loss
(Figure 4.9), the confusion matrix (Figure 4.10) and the corresponding classification report

(Table 4.4).
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Figure 4.9: Accuracy and Loss graph for CNN in 8 Classes problem.

Figure 4.10: Confusion matrix for the CNN on the GPD-8.

Table 4.4: Classification Report for the CNN on the GPD-8.
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Precision Recall F1-score Support

A 0.78 0.70 0.73 2,330
B 0.59 0.57 0.58 979
C 0.78 0.72 0.75 1,950
D 0.22 0.61 0.32 80

E 0.55 0.67 0.60 306
F 0.57 0.69 0.62 418
G 0.40 0.53 0.46 363
H 0.74 0.76 0.75 476
ACCURACY - - 0.68 6,902
MACRO AVG  0.58 0.65 0.60 6,902
WEIGHTED

AVG 0.70 0.68 0.69 6,902
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4.1.3 LSTM

The next methodology that was implemented was that of LSTM neural networks; they are
commonly used in NLP tasks due to their ability to capture long-term dependencies in
sequential data. Therefore, in this research a hyperparameter tuning tool was used on this type
of NNs to get the best hyper parameters which can be seen in Appendix A. The results were
similar to the other two previous methods (Figure 4.11, Figure 4.12, Table 4.5).

maodel loss model accuracy
055
—— train —— ftrain
050 val 0.94 val
0.45 0.92
0.40
= 090
3 0.35 g
=y 1 ¥
0.30 g oes
025 0.86
020 0:84
015
T T T T T T T T T 082 T T T T T T T T T
0o 05 10 15 20 25 30 35 40 00 05 10 15 20 25 30 35 40
epoch epoch

Figure 4.11: Accuracy and Loss graph for LSTM on the GPD-3.
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Figure 4.12: Confusion matrix for the LSTM on the GPD-3.

Table 4.5: Classification Report for the LSTM on the GPD-3.

Precision Recall F1-score Support
HAEKTPOAOI'IKO 0.70 0.81 0.75 875
MHXANOAOI'IKO 0.86 0.83 0.85 2,281
XHMIKO 0.94 0.93 0.93 3,746
ACCURACY - - 0.88 6,902
MACRO AVG 0.83 0.85 0.84 6,902
WEIGHTED AVG  0.88 0.88 0.88 6,902
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For the 8-class problem the results were similar to the other models also. Although, there was
a small drop by 1% the results are almost similar as presented in Figure 4.13, Figure 4.14 and
Table 4.6.
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Figure 4.13: Accuracy and Loss graph for LSTM on the GPD-8.
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Figure 4.14: Confusion matrix for the LSTM on the GPD-8.

Table 4.6: Classification Report for the LSTM on the GPD-8.

Precision Recall F1-score Support

A 0.87 0.61 0.72 2,330
B 0.58 0.65 0.61 979
C 0.72 0.81 0.76 1,950
D 0.31 0.50 0.38 80

E 0.49 0.70 0.57 306

F 0.60 0.48 0.53 418
G 0.34 0.57 0.43 363
H 0.71 0.68 0.70 476
ACCURACY - - 0.67 6,902
MACRO AVG 0.58 0.63 0.59 6,902
WEIGHTED AVG 0.71 0.67 0.68 6,902
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414 Transformers

4141 XLM

The first trial of transformer-based networks was with multilingual XLM model. As
aforementioned, XLM is a multilingual language model developed by Facebook Al. It was
trained on a massive corpus of text data from a wide range of languages, allowing it to perform
well on tasks such as translation and text classification across many languages. XLM can handle
over 100 languages and has demonstrated impressive results in cross-lingual transfer learning.
Although, it seems a suitable candidate for the presented task, the validation accuracy that was
able to achieve for the GPD-3 was about 55% on the Greek test dataset with a validation loss of
0.9576, which probably can be explained by the highly technical terms presented in our corpus.
Since we had so low validation accuracy with the GPD-3 we would certainly have less accuracy
with the GPD-8, therefore since it takes so much time to train, these results will not be
researched.

4142 Greek-Bert

As aforementioned, Greek-BERT is a version of the popular language model BERT that is pre-
trained on Greek language text. BERT is a deep learning model that can be fine-tuned for
various natural language processing tasks such as text classification and named entity
recognition. Not surprisingly it outperformed any other method used. It was able to get a 91%
of validation accuracy in the 3-class problem and an 82% validation accuracy for the 8-class
problem (Figure 4.15, Table 4.7). The only hyper tuning that was done with the model, was to
get the best learning rate which was equal to 0.0001. The results were:
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Figure 4.15: Confusion matrix for the Greek-BERT on the GPD-3.

Table 4.7: Classification Report for the Greek-BERT on the GPD-3.

Precision Recall F1-score Support
HAEKTPOAOI'IKO 0.88 0.77 0.82 892
MHXANOAOI'IKO 0.86 0.92 0.89 2,199
XHMIKO 0.95 0.94 0.94 3811
ACCURACY - - 0.91 6,902
MACRO AVG 0.90 0.88 0.89 6,902
WEIGHTED AVG  0.91 0.91 0.91 6,902
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For GPD-8, it is clear that it minimizes a lot the confusion that was observed between classes
A and C (Figure 4.16). The F1-score achieved on the GPD-8 is also the highest (Table 4.8).
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Figure 4.16: Confusion matrix for the Greek-BERT on the GPD-8.

Table 4.8: Classification Report for the Greek-BERT on the GPD-8.

Precision Recall F1-score Support

A 0.87 0.84 0.86 2,330
B 0.74 0.75 0.75 921
C 0.83 0.88 0.85 1,937
D 0.62 0.64 0.63 64

E 0.83 0.75 0.79 329

F 0.80 0.79 0.79 451
G 0.70 0.64 0.67 390
H 0.84 0.86 0.85 480
ACCURACY - - 0.82 6,902
MACRO AVG 0.78 0.77 0.77 6,902
WEIGHTED AVG  0.82 0.82 0.82 6,902
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415 Discussion

For the 3-GPD after comparing the classifications reports as seen in Table 4.9, and more
specifically the F1-scores of each model, it can be seen that the best model was the Greek-
BERT. Although Greek-BERT is not trained upon patents the results that it was able to achieve
was by far more after only 2 epochs on the fine-tuning process.

Table 4.9: Comparison table of F1-scores on the GPD-3 results.

FCNN CNN LSTM Greek-BERT Support
HAEKTPOAOI'TKO 0.76 0.74 0.77 0.82 875
MHXANOAOI'IKO 0.86 0.85 0.86 0.89 2,281
XHMIKO 0.93 0.93 0.93 0.94 3,746
ACCURACY 0.88 0.88 0.89 0.91 6,902
MACRO AVG 0.85 0.84 0.85 0.89 6,902
WEIGHTED AVG  0.89 0.88 0.89 0.91 6,902

Similarly, after comparing the F1-scores classification tables (Table 4.10) for the GPD-8, it can
be seen that the accuracy difference is much greater than the GPD-3. Greek-BERT outperformed
all the other models and gave much more better results in a more complex classification
problem.

Table 4.10: Comparison table of F1-scores on the GPD-8 results.

FCNN CNN LSTM Greek-BERT  Support
A 0.68 0.73 0.72 0.86 2,330
B 0.56 0.58 0.61 0.75 979
C 0.78 0.75 0.76 0.85 1,950
D 0.24 0.32 0.38 0.63 80
E 0.59 0.60 0.57 0.79 306
F 0.64 0.62 0.53 0.79 418
G 0.50 0.46 0.43 0.67 363
H 0.74 0.75 0.70 0.85 476
ACCURACY 0.67 0.68 0.67 0.82 6,902
MACRO AVG  0.59 0.60 0.59 0.77 6,902
WEIGHTED
AVG 0.68 0.69 0.68 0.82 6,902
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4.2 English Patent Dataset

4211 GLOVE-based LSTM

In these trials, GLOVE was used as pre-trained embeddings. GLOVE (Global Vectors for Word
Representation) is a pre-trained word embedding model that represents words as high-
dimensional vectors. It is trained on a large corpus of text to capture the contextual relationship
between words. GLOVE has been widely used in many NLP tasks, such as text classification,
language translation, and sentiment analysis, as it provides an efficient and effective way to
encode linguistic information into a numerical format.

An LSTM model was used with 2 LSTM layers with size of 64 and after a flatten of data 2 fully
connected layers was used with 256 and 128 layers respectively.

The dataset here is 1,317,424 English patents, because there were some limitations due to
limited RAM that it could be used.
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Figure 4.17: Accuracy and Loss graph for GLOVE on the EPD-8.
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: Confusion matrix for the GLOVE on the EPD-8.
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Table 4.11: Classification Report for the GLOVE on the EPD-8.

Precision Recall F1-score Support
A 0.78 0.81 0.80 20,966
B 0.76 0.72 0.74 28,876
C 0.71 0.75 0.73 12,766
D 0.63 0.68 0.66 1,693
E 0.71 0.69 0.70 6,588
F 0.71 0.74 0.72 12,354
G 0.74 0.78 0.76 25,240
H 0.79 0.74 0.77 23,259
ACCURACY - - 0.75 131,742
MACRO AVG 0.73 0.74 0.73 131,742
WEIGHTED AVG 0.75 0.75 0.73 131,742

4.2.2 LSTM

Because LSTM are the most widely used, it was the only method that was examined in training
with the English dataset. In the English language, there are a lot of methods that can outperform
neural networks that are being trained from scratch. Transformers, pre-trained embeddings etc.,
are methods that can give high accuracies with small number of iterations(epochs). For the 8-
class model that it was trained, we got a 72% of validation accuracy which is better than the
previous trials but not so good for the big dataset that we had.
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Figure 4.19: Confusion matrix for the LSTM on the EPD-8.
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Table 4.12: Classification Report for the LSTM on the EPD-8.

Precision Recall F1-score Support
A 0.76 0.76 0.76 35,031
B 0.84 0.54 0.66 50,032
C 0.64 0.82 0.72 21,752
D 0.46 0.83 0.59 3,034
E 0.56 0.78 0.66 10,923
F 0.62 0.78 0.59 21,615
G 0.72 0.77 0.75 42,394
H 0.79 0.72 0.75 93,293
ACCURACY - - 0.72 224,074
MACRO AVG 0.68 0.75 0.70 224,074
WEIGHTED AVG 0.74 0.72 0.72 224,074

4.2.3 English RoBERTa

To compare another transformer-based model against the GLOVE pre-trained embeddings, we
used RoOBERTa. RoBERTa [42] (Robustly Optimized BERT Pre-training Approach) is a variant
of the popular BERT language model that was developed by Facebook Al. It is a deep learning
model for natural language processing (NLP) tasks, such as text classification, named entity
recognition, and question answering. ROBERTa is designed to be more robust and scalable than
its predecessor BERT and was pre-trained on a massive corpus of text data from the web. The
"ROBERTa base" refers to the standard, uncased version of the RoOBERTa model, which has a
certain number of parameters and was trained on a specific dataset. After fine-tuning the model
with our patent dataset, it was able to achieve 81% of accuracy as seen in
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Table 4.13.
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Figure 4.20: Confusion matrix for the RoBERTa fine-tuned on the EPD-8.
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Table 4.13: Classification Report for the RoBERTa on the EPD-8.

Precision Recall F1-score Support
A 0.88 0.85 0.86 35,031
B 0.75 0.73 0.73 50,032
C 0.80 0.87 0.86 21,752
D 0.64 0.65 0.65 3,034
E 0.84 0.74 0.76 10,923
F 0.79 0.80 0.79 21,615
G 0.71 0.63 0.66 42,394
H 0.83 0.84 0.84 93,293
ACCURACY - - 0.81 224,074
MACRO AVG 0.77 0.76 0.76 224,074
WEIGHTED AVG  0.81 0.81 0.81 224,074

4.2.4 Discussion

For the EPD-8 dataset a comparison is shown in Error! Reference source not found..
Transformer-based model (RoBERTa) outperformed all the other methods and also the pre-
trained embeddings GLOVE.

Table 4.14: Comparison table of F1-scores on the EPD-8 results and validated of GPVD Translated to English.
(T=Translated)

GLOVE LSTM RoBERTa GPVD (T) on
LSTM
A 0.80 0.73 0.86 0.80
B 0.74 0.58 0.73 0.65
C 0.73 0.75 0.86 0.78
D 0.66 0.32 0.65 0.62
E 0.70 0.60 0.76 0.56
F 0.72 0.62 0.79 0.62
G 0.76 0.46 0.66 0.69
H 0.77 0.75 0.84 0.65
ACCURACY 0.75 0.68 0.81 0.75
MACRO AVG 0.73 0.60 0.76 0.67
WEIGHTED AVG 0.73 0.69 0.81 0.75
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4.3 Machine Translation for Data Augmentation Purposes

In this trial a subset of the GPD was used, named as Greek Patent Validation Dataset (GPVD-
8). Google translate was used to translate Greek patents and classify them with the English
model. More specifically, 1,000 random patents were taken from the Greek dataset and were
translated with google translator. This was a proof of concept to evaluate whether the machine
translated patents had similar results to patents that were originally drafted in a specific
language. It is worth mentioning that we selected only 1,000 examples due to pricing policy of
the aforementioned API.

It is shown that the fine-tuned English RoOBERTa applied to the translated patents misclassified
a lot of examples of class C to that of A (Figure 4.21). Lastly, the GPVD-8 was validated with
the fine-tuned Greek-BERT before the translation in order to be verified that the results were
similar to the test dataset that was used to validate the performance of the trained models in
Table 4.15. Unfortunately, the English model had a 4% drop in the macro F1-score (Table 4.15),
however, we argue that the results are promising and could lead to increase in the overall
performance of the model if this this data augmentation technique was applied to all the Greek
documents.

- - 300
o - 250
[}

- 200
(]

- 150
L
L - 100
< - 50
T

-0

Figure 4.21: Confusion matrix of validation set on the English trained model with Greek translated patents using
Google translate library.

Lastly, the GPVD-8 was validated with Greek-BERT before the translation in order to be
verified that the results were similar to the test dataset that was used to validate the performance
of the trained models in Table 4.15. The results were similar indicating that we could translated
them to augment the existing dataset without significantly affecting its performance.
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Table 4.15: Comparison table of F1-scores on the GPVD-8 using Greek-BERT and RoBERTa before and after
translation, respectively.

Greek-BERT RoBERTa
A 0.87 0.78
B 0.72 0.75
C 0.88 0.70
D 0.61 0.63
E 0.77 0.73
F 0.68 0.66
G 0.74 0.77
H 0.68 0.63
ACCURACY 0.83 0.73
MACRO AVG 0.74 0.70
WEIGHTED AVG 0.83 0.73

An example test patent in Greek:

‘H epedpeon oyetileton pe Tovg topeic g Proteyvoroyiag, g 1oAoyiag, TG EMONUMOAOYiNG
Kot g onuoctag vyelag, kot eivor péBodog yoo MV amOKTNOT VEOL OOPOVOTOUUEVOD
epPoriov katd tov kopovoioh COVID-19. To Bacuod BEpa g epedpeong eival To otéle)og
tov 100 COVID-19 "SARS-CoV-2/KZ_Almaty/04.2020" wov amopovmbnke otny ETIKPATEL,
g Anuokpatiog tov Kalakotdv. To otédeyoc Tov 100 COVID-19 sopgpmva pe tig férTioteg
oLVONKEG KOAMEPYELOG TAPAYETOL GTO GUGTNUO KLTTAPOKOAMEPYELNG VEro, adpavomroteitan
pe @opuoAdehion, dwwydletar pe @uyokévipnon younAng toyvmntog, kabopileror Kot
CLUTLKVOVETAL LE dadthOnon ot povada dtadtndnong tov cvetiuatog Millipore Pellicon
Cassette. H amooteipmorn dmbnong mpaypatonoleitoar pécwm katappdéemv oiltpov e
dtapetpo mopwv 0,45/0,22 pum. T'éAn vdpo&ediov tov apykiov 2 % "Algidrogel, 85"
npoctifeTal 610 ANeOEy amdbepa 10V (1kd cvprdkvoua) oe ek cvykévipwon 0,5 mg/0,5
ml kot eperoddvetan o€ yodiwvo eloridio. To gufoiio mov Aapfdvetat pe ovTdv TOV TPOTO
elvatl aoQOAES KATO TNV EVOOTEPLTOVAIKT EICAYWOYT GE AEVKE TOVTIKIN Kot EVOOPAEPL - GE
kovvéha. To epPoro mopéxer 80% mpootacion évavit g Aoipwéng COVID-19 ya
TOVAYIOTOV 6 PNveg LeTd amd dVo epfortocove. To gufoiio drotnpet Tig W1OTTEG TOL Y10
12 unveg otovg 4-6°C”.

was translated to the following English text:

The invention relates to the fields of biotechnology, virology, epidemiology and public health,
and is method for obtaining of new inactivated vaccine against coronavirus COVID-19. The
essence matter of invention is COVID-19 virus "SARS-CoV-2/KZ_Almaty/04.2020" strain
isolated on the territory of the Republic of Kazakhstan. The strain of COVID-19 virus
according to the optimal cultivation conditions is produced in the Vero cell culture system,
inactivated by formaldehyde, clarified by low-speed centrifugation, purified and concentrated
by diafiltration-on-diafiltration unit of Millipore Pellicon Cassette system. Sterilizing
filtration is carried out through cascades of filters with a pore diameter of 0.45/0.22 um. 2 %
aluminum hydroxide gel "Algidrogel, 85" is added in the obtained virus pool (viral
concentrate) to final concentration of 0.5 mg/0.5 ml and bottled in glass vials. The vaccine
obtained in this way is safe at intraperitoneal introduction to white mice and intravenously -
to rabbits. The vaccine provides 80 % protection against COVID-19 infection for at least 6
months after two vaccinations. The vaccine keeps its properties for 12 months at 4-6°C.

and the model was able to classify the abovementioned example as “XHMIKO”.
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5 CONCLUSIONS

Patent system is a complex NLP task; it has its own terminologies, unique way of expressing
technical concept, it is a fast-paced environment, and it keeps evolving while technology
evolves. As an NLP field, there are many problems and areas unexplored which could add a lot
of value in many organizations. While these areas are unexplored, deep learning technologies
offer a big variety of powerful tools that could be used to solve a numerous of problems, add
value and create new possibilities and opportunities for existing and new organizations to
explore and get useful info out of patents.

In this thesis the use of deep learning-based NLP approaches for automated patent classification
and routing of patents is proposed. To achieve this, a dataset that consists of around 70,000
Greek patent applications was created. Furthermore, an English dataset was introduced for
comparing and possibly augmentation purposes. The exploited algorithms are based on neural
networks, examining several models (i.e., fully connected, convolutional and recurrent). In
addition to this, many preprocessing methods were introduced which boost the results and
assisted the algorithms. Moreover, transformer-based language models were fine-tuned. The
best results were achieved by a fine-tuned version of Greek BERT, obtaining a 91,15% accuracy
on three classes task and 82% accuracy on the eight classes taxonomy. Moreover, we saw
similar results when comparing to the English dataset. Lastly, we examined the possibility of
upscaling the existing Greek dataset with the help of using machine translation to convert them
to English.

To the best of our knowledge this is the first Greek patent automated classification approach,
thus, there are a lot of future steps to be done. First of all, the proposed approach is very high-
level, thus, we will examine the presented models on further levels of classification. Moreover,
further experimentation of lemmatization approaches is necessary to increase the accuracy of
automated classification processes. The need of more data is crucial in this approach, since,
collecting more well-annotated data could boost the performance. Furthermore, a dataset of a
paragraph-to-paragraph similarity could assist semantic textual similarity, which is a task
extremely useful for prior art search and could be combined with that of classification to
develop an accurate document retrieval solution. A proof of concept of semantic similarity can
be seen in Appendix C which returned good results.
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Appendix A

Weight and Bias

Hyperparameter tuning refers to the process of adjusting the values of the weights and biases
in a neural network to optimize its performance. This is typically done through technigques such
as grid search or random search, where different combinations of weight and bias values are
tested and evaluated using a metric such as accuracy or loss. The goal is to find the set of values
that results in the best performance on the training or validation data.

Weights and Biases (W&B) is a platform that provides tools for machine learning
experimentation and model versioning. It allows users to track, compare and collaborate on
their machine learning experiments through the use of a simple python API.

W&B features include:

e Automated logging of model weights, gradients, inputs, outputs, and other metrics,

e Visualization of performance metrics, gradients, and other data,

e Comparison of different models and their performance,

e Collaboration with team members,

e Automated model versioning and rollback,

e Integration with popular machine learning frameworks such as TensorFlow, PyTorch,

and Keras.

In summary, W&B is a platform that helps data scientist to keep track of t