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Abstract

The current thesis is an overview of the materials and the technics that are used in the Smart
Farming sector. It focuses on the particularities of Smart Farming compared to other Artificial
Intelligence applications, hence a basic knowledge of Al constitutes a prerequisite. At the first
chapter, a definition and the basic idea of Smart Farming, as well as the necessary conditions
for the emergence of this sector and the tasks that it is meant to cope, are represented. In
continuation, a brief description of the majority of sensors and platforms (e.g., UAVS, tractors)
used in the Smart Farming are analyzed, focusing on the advantages, disadvantages and
particularities of each one. Then, a description of the communication technics amongst the nodes
is provided, with an emphasis on the Low-power wide area network which is mostly used in
agriculture. The thesis describes how software related tasks are tackled, like preprocessing
technics and Al models. An object detection algorithm applied on orange fruits is implemented
as an example of a Smart Farming application that could be used for autonomous fruit picking.
Finally, a social and economic analysis of Smart Farming is provided, along with the obstacles
it faces from being adopted by the small-scale farmers.

Keywords

Smart Farming, Precision Agriculture, Object Detection, Internet of Things.
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Acronym Index

Al: Artificial Intelligence
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INTRODUCTION

Agriculture has been the major source of food and an important sector of human economy
since the beginning of humanity. Therefore, it is necessary to find ways to improve the
efficiency of the arable lands. Of course, cultivation is a tough process with a variety of tasks.
Every time humans face a problem, they tend to use all the existing technologies in order to
solve it. One application of technology in agriculture is the use of Artificial Intelligence (Al).
Al is a tool that has contributed significantly to this sector and is promising more results in the
near future. In the past, this technic wasn’t feasible due to low computational power, absence of
suitable platforms and high sensors’ cost. Thanks to the development of the Internet of Things
(1o0T) and the autonomous vehicles on the one hand, and the increase of computational power
on the other, getting data from crops and applying a model to evaluate them has become much
easier.

The purposes of Al in agriculture domain are to automatize processes, decrease Costs,
increase the precision of the work that are required in the field, increase profit, but also to
decrease the environmental impact. Amongst the most common agricultural activities are
watering, sowing, harvesting, weed detection and removal, crop and animal disease
identification, mapping, pest attack identification, plant phenology analysis, crop yield
prediction, crop classification, fruit counting, and spraying. Some applications are designed for
actions after the production of the final product, these can be the price prediction, the traceability
of poisonous products or the connection between sellers and buyers. The application of Al in
any agricultural activity is called Smart Farming (SF).

The majority of SF applications follow three basic steps which are to: 1) get data from
the crop (or any other relative source), 2) apply a model and acquire results, 3) and optionally,
if the results are not utilized by traditional means of agriculture, to use some actuators to deal
with any problem that is emerged. If it is used a machine learning model, there is one more
important step in the whole process, which is not observable in the final product of the
procedure, but it is one of the most difficult to accomplish, namely the model training. In
agriculture usually we want to optimize a certain value (e.g., yield or profits), thus most
applications use supervised learning. In order to train a model in supervised learning, we need
independent and dependent data, i.e., the factors that affect the crop and the features of the crop
that will be used as label data. Starting to collect data, we have to define the purpose of our
work, in other words, the features of our crop we want to optimize. Moreover, it is necessary to
find a way to measure the selected feature. Of course, there can be many features. In the first
step, apart from the label data, we need data from at least one factor of the crop, preferably as
many as possible, so a correlation can be found. Then, depending on our task and the available
data we have to choose an Al model that is suitable. This description is an overgeneralization
and many variants can exist. Many examples also make use of traditional Al which requires an
expert to program the model instead of the model training process, while there was little research
that made use of unsupervised learning.

The major obstacles that SF has to deal with, compared with other Al applications, are the
changing climate conditions, the uneven terrain, the complex plans’ shape and position, the
unspecified yields color and shape, and generally the complexity of living being. These features
can create challenging tasks not only on the software and the Al models, but mainly to the
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hardware which will be exposed to this environment. There are cases where the raw data are not
collected directly from crop, but instead a sample from the crop is gotten and it is analyzed in
the lab. In this case, the problem of selecting the correct sample emerges, but then everything is
done in a controlled environment.

With this thesis | will try to examine all the aspects of SF. The following chapter describes
the heterogeneity of crops, the natural phenomenon that emerged the precision agriculture,
which is the sector of agriculture that has many aspects in common with SF. Then the main part
of the thesis describes summarily all the technical aspects of SF, starting from the sensors, which
is the first point of the information’s route. Then follow the platforms, which get the information
from the sensors. Then follow the communications, which are used to transfer the information
from the platforms to a central computer and backwards. At the end, there is the preprocessing
and the final processing (the Al model) of the information. This thesis ends with a conclusion
that presents the social and economic barriers of the adoption of SM from small scale farmers,
and suggests a solution to this problem.
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1 CHAPTER 1: PRECISION AGRICULTURE

The fields are not homogeneous, even in small sized crops variance is observed. Of
course, this was well known to the farmers around the globe over the centuries at least at some
level. Despite the fact of the knowledge of the heterogeneous nature of crops, it was not feasible
to handle this heterogeneity due to high cost of measurements. As a result, crops were treated
as homogenous and generally every action was applied to the whole crop. In rare cases, where
the farmers did not treat the crop as homogeneous, the accuracy of the actions that were taken
on the crop was low. To deal with this challenge, a sector of agriculture was developed, the so-
called precision agriculture.

Precision agriculture is the sector of agriculture that copes with the spatial and temporal
variability of all the factors that affect crop production. Precision agriculture requires two types
of measurements: 1) environmental factors that affect the crop production and 2) the features of
the crop. These two types of measurements are affected by two dimensions that cause change;
these are time and space. Furthermore, given the list of measurements that can be applied in
order to have an excellent perception of the crop is enormous, it is practically impossible to
cover all the space-time continuum. A few of the most common factors and features that are
measured during the application of precision agriculture are: temperature (air and soil),
humidity, moisture, solar radiation, wind, type of soil, nutrient of the soil, declination of earth,
pests, weeds, emitted radiation of the plants, canopy size, number of fruits and weight of yield.

It is worth stressing that these factors do not have the same variation in time and space.
For instance, earth declination has an imperceptible variation in time, meanwhile solar radiation
has a smaller variation in space. Farmers need to factor in the variability, both in time and space,
of each measurable quantity in order to diminish the cost of any application to a feasible level.
These technics could lead to higher production, higher yield quality, lower need for inputs in
the crop, better decision for crop selection, and smaller impact to the environment. The
advantages are so strong that we can talk about a new era of agriculture.

Precision agriculture can be achieved with the traditional agricultural technics, i.e.,
without the use of Al and SF. Nonetheless, with the implementation of sensors of high spatial
and temporal resolution, and of models that can handle huge amounts of data, the precision in
the perception and in the interference of the farmer can increase remarkably. Also, a SF
application could have no precision at all and treat a crop as homogeneous. Even though SF and
precision agriculture are not identical, many times these terms are confused due to their high
correlation. [1]
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[46] A map with the spatial variability of growth. Similar maps can be made with other aspects of the
agricultural process.
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2 CHAPTER 2: SENSORS

A sensor is a device which acquires a physical quantity and converts it into a signal.
Usually, for Al applications, sensors’ outputs are digital so they can be processed directly by
computers which handle the models. Sensors are necessary for the majority of smart farming
applications because they are the only way to get data directly from a crop.

The selection of the appropriate sensors, both in type and in quantity, is a process that
depends on many parameters. In supervised learning, the first objective is to identify a sensor
that measures the label data, i.e., the feature of our crop that we want to optimize. Then, we need
to measure at least one factor from the ambient so a correlation can be found. Theoretically, the
more factors we measure, the correlation we find, if any, will be more accurate. However, in
practice, we are submitted to practical restrictions and we need to use our intuition regarding
which parameters will have greater impact on the crop.

There are some secondary sensors’ characteristics that have to be taken into account.
Apart from the physical quantity that a sensor measures, one has to take into consideration the
accuracy, the range, the spatial and temporal resolution (the area where each element of the
measurement is referred to and the frequency of measurements), the type of output (digital or
analog) as well as the need for calibration. Then, depending on the platform that the sensor is
equipped with, one has to count the energy consumption, the weight, the climate conditions
under which it can function, and many more parameters. Last but not least, the cost of
acquisition and maintenance of the sensor is important in every smart farming application,
especially when many sensors need to be purchased.

There is a number of sensors that are used in SF. The most common sensors are the
following:

Cameras: Each molecule absorbs some frequencies of the electromagnetic spectrum
and reflects some others. Also, depending on the temperature, materials emit some
electromagnetic energy. These natural phenomena are exploited by cameras and can give us
information about the environment by measuring the received electromagnetism of the
frequencies that the camera is sensitive to. There are various types of cameras that can be
sensitive to various frequencies of the spectrum (e.g., RGB, infrared, multispectral,
hyperspectral). A camera is a sensor with very high spatial resolution, which varies with the
distance of the measurement and it can be increased further more with the use of focus lens. The
selection of the right camera should be based on spectral range and resolution, the spatial
resolution, and the frames per second (temporal resolution). It can give us information about the
molecules that are present in the crop (usually with multispectral cameras) and about the
temperature (with infrared cameras). Camera is used in a huge variety of applications namely:
irrigation, soil and plant health assessment, vegetation monitoring, food quality assessment,
harvesting, toxin detection, plant classification. The aforementioned list of applications in
combination with the rapid results, without any impact to emitting source, makes this sensor on
of the most important in the SM domain. Simple RGB cameras can be very cheap, but the price
of a hyperspectral camera is relatively expensive which is a barrier for small scale applications.
Another barrier of hyperspectral camera is the necessity of high storage volume and
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computational power. Data preprocessing is also needed, which can be done by premade
applications, but sometimes with an extra cost. [2] [3]

Thermometers: These can measure the temperature in both the air and the soil, a
parameter that is very important for the plant or animal growth. Apart from the classic ones that
produce analog output and have few applications in the Al domain, thermometers can be divided
to the ones that need to be in contact with the object and the ones that measure from distance.
The first category includes the thermocouple, the resistance temperature devices, the negative
temperature coefficient (NTC) thermistors, Integrated Circuit temperature (1C) sensors, and the
diodes temperature sensors. Thermocouple is a passive sensor that creates current when there is
a difference in temperature between two nodes. The other sensors’ principle of function is the
change of their electrical properties in function of temperature. These devices must be in contact
with the in-measure object and measure only one point, so they have no spatial resolution. While
radiation thermometers can measure from distance and some of them can measure multiple
points at once. Their principle of function is that warm objects emit Infrared radiation. [4][5]

Humidity sensors: Air can absorb water, which quantity depends on the temperature
and the pressure of the gas. A saturation point is called when a gas cannot absorb any more
water. Humidity sensors measure the amount of water that is present in a gas. There are three
physical quantities associated with the humidity that can be measured: the relative humidity,
dew/ frost point, and parts per million. Relative humidity is the percentage of the current vapor
partial pressure to the saturation vapor partial pressure at a given temperature and pressure of
the gas. Relative humidity is the most important, compared to the other two measurements of
humidity, in SF because it has greater influence on the development of plants. Dew/ frost point
is the temperature at which a gas starts to dew (or frost if the temperature is below zero) at a
given pressure. The parts per million is the mass of water vapor per gas volume. Humidity
sensors can be divided by their basic principles of function, the materials that are used (ceramic,
semiconductor, and organic polymer), or the type of humidity that sense (relative or absolute).
Some of the types that are in use today to measure the relative humidity are: optical ones, that
exploit the absorption of some electromagnetic frequencies by the vapor; gravimetric, these
sensors measure the difference in the density of the air; capacitive (which are the most common),
these are based on the fact that some hygroscopic materials change their dielectric constant when
they absorb water; resistive ones instead are based on the change of the resistance of some
hygroscopic materials; piezoresistive humidity sensors, which exploit the fact that some
hygroscopic material expand with the increase of the absorbed humidity causing the
piezoresistive material to change its resistance; and finally magnetoelastic, which have similar
principle as the piezoresistive ones, with the difference that they have a magnetoelastic material
instead which change its magnetic properties. [6][7][8]

Soil moisture sensors: Soil has the ability to absorb water. The quantity of water that
can be absorbed depends on the type of soil (e.g., sand, loam, clay-loam, and clay). The
traditional way of measuring the soil moisture is the gravimetric, which can be done by
measuring weight of the soil before and after heat drying is applied; this method is very accurate
but also very time consuming, so it is used mainly for calibration. Another method exploits the
fact that some hygroscopic materials change their dielectric constant or their resistance with the
absorption of water. Soil’s resistance and dielectric constant (which both can be measured) also
change with the humidity content, but it also depends on other factors like temperature, salinity,
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soil density, soil particle shape, nevertheless the most important factor is the water. Soil’s
dielectric constant also affects the velocity of an electromagnetic signal, this principle is used to
calculate the moisture with the time and frequency domain reflectometry. Soil moisture can be
measured directly with a radioactive source that emits either neutron or y-ray, the radiation
collides with the ions of hydrogen and loses energy. Radioactive materials can be harmful; thus,
they have a disadvantage that they cannot be handled by anyone. [9][10]

Other important sensors are: Leaf wetness sensors which measure the wetness of
leaves; actinometers which measure the solar irradiance; anemometers which measure wind
speed and direction. The list goes on with all possible types of sensors that could measure
anything useful, e.g., a scale could be used to measure the weight of yield, a container could be
used for measuring the volume of the yield.

Despite the fact of neither measuring a factor nor a feature of the crop, there are sensors
which are used for the localization of a platform. These sensors are necessary for the technic of
mapping, where each measurement must be located on a map. They are never used alone, but in
collaboration with other sensors.

The most important sensor of the kind is the Global Navigation Satellite System (GNSS),
also known as Global Navigation System (GPS). The GNSS receiver measures the coordinates
of the earth at the point of measurement. The error of the sensor can be 1 to 10 meters, but it can
be diminished to less than 30 cm with the correlation of ground bases using the Real Time
Kinematic (RTK) or the Post Process Kinematic (PPK) technic. Basic principle of function is
the distance measurement from three satellites and subsequently the triangularization. However,
due to heterogeneity of the atmosphere, satellites’ signal time travel is not constant, thus ground
bases with known coordinates are used to eliminate that error. A noticeable disadvantage of the
GNSS is that sometimes it provides inaccurate data or it doesn’t provide any data at all. This
anomaly occurs because at some zones the sensor cannot receive the signal from the satellite or
it does not receive it directly, thus estimates another position. These zones are called dead zones.
Dead zones may occur when obstacles (like large trees or greenhouses) cover the signal.
[11][12][13][14]

Other sensors are the Inertial measurement unit (IMU) and odometer. The IMU is a
combination of an accelerometer, a gyroscope, magnetometer. The IMU will provide
information about the location of the platform based on the previous location using the dead
reckoning processes. IMU doesn’t get any information from the external environment and it is
a reliable sensor for a small period of time, but it suffers from the accumulated error, so it is
usually used in combination with the GNSS to augment the precision and cover the dead zones.
The odometer measures the traveled distance of a ground vehicle. Due to the uneven and muddy
terrain odometer usually provide inaccurate results, thus it should be always used in
collaboration with an IMU. Localization can also be done visually with the use of cameras and
the triangularization technic. Visual localization can substitute the GNSS, but it relies heavily
on illumination and external features of the surrounding environment.[15][16][17]

Finally, sonar, lidar, and radar are sensors that are used for both purposes: localization
and useful features of the crop. These sensors can measure the distance from an obstacle,
something that is very useful for the localization and mapping process. Also, they can be used

to measure the canopy size of the plants. Especially for the lidar, due to the fact that different
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types of foliage have different reflecting properties, it can provide information about the plants’
species. Radar can also provide some information about the reflected surface, especially when
dual polarization is used, because harsh type of soil and generally complicated surfaces change
the polarization when reflect the radar signal. [18][19]
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3 CHAPTER 3: PLATFORMS

Sensors cannot work alone, but they have to be placed on platforms in order to have energy
and the right position for a measurement. Platforms also can handle the sensors’ output by
storing it or sending it directly away via telecommunications. Each platform has its own features
and the selection of the right one depends on the task that we want to accomplish. As with every
hardware component, platforms are subjected to acquiring and maintaining costs constrains. The
majority of them are manufactured by companies and ready to use, but sometimes we need
intervene to make the platform suitable for our purpose. In case of an intervene, we have to pay
attention to the payload, the required input-output gates, the required energy and generally with
the compatibility of the platform with the sensors and the actuators. Of course, safety issues
arise since we deal with heavy moving objects. Some of the most used platforms are the
following:

Satellite: Satellites are machines that orbit around the earth at a long distance. They can be
divided by their orbital plane and by their distance from earth. Some satellites are free to use,
but the ones with the higher performance come with a fee. The price of the data depends on the
size of the area of interest. When equipped with cameras they take images of the earth that can
be used in smart farming. Usually, each satellite is equipped with many types of cameras
(panchromatic, multispectral) with various spectral and spatial resolutions for a variety of tasks.
Satellites’ spatial resolution is generally low and it slightly depends on the angle between the
nadir and the view, closer to the nadir the resolution is higher. A typical resolution may vary
from 10 meters to less than a meter, with panchromatic cameras having higher resolution. For
example, the satellite “WorldView 2”, which is one of the most efficient, has 50cm
panchromatic resolution at nadir, 52cm at 20° off nadir, and for the multispectral camera (8
bands) 1.84m and 2.4m respectively. Despite their low spatial resolution, they have ultimate
spatial distribution, making them suitable for large crops or case studies. Another issue is the
low temporal resolution making them unsuitable for many agricultural activities. The temporal
resolution depends on the location of the area of interest and the desired spatial resolution (which
depends on the nadir-view angle), data with small nadir-view angle are rarer. Some companies
send many identical satellites at the same orbit at different phase to increase the temporal
resolution. Farmers on the other hand can get data from many satellites for a specific area in
order to have more frequent data. As an example, for the above-mentioned satellite the revisit
frequency is 3.7 days for data at 20° off nadir or less, and 1.1 days for data with spatial resolution
of 1m or less, which is one of the highest temporal resolutions to be found for SF applications.
Apart from the low temporal resolution, satellites are also very vulnerable to weather conditions,
especially clouds, thus some data may be useless. For this reason, applications with satellites
where the sky is usually cloudy should be avoided. Some satellites are equipped with radars
providing radar images, which are immune to weather conditions, but of course have lower
resolution due to lower radar’s frequencies. Radar imaging can provide information not only by
the quantity of the reflected signal, but also by the polarization of the signal. Data from satellites
require less data preprocessing, while some companies provide directly the vegetation indexes
instead of the raw data. Apart from the data costs, if any, there is no need for hardware
maintenance, making satellites a very practical platform. [20][21][45][57]

Unmanned Aerial Vehicle (UAV) or Unmanned Aerial System (UAS): UAVs are flying
robots that are controlled from the ground or have a predefined fly route. Based on their
aerodynamics, they are divided into fixed-wing, rotary-wing, and hybrid. Rotary-wings are more
stable and more flexible (they are omnidirectional) making them suitable for detailed inspection.
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While fixed wing ones have higher speed and endurance, which is ideal for large areas. UAVs
can also be divided by their weight with different regulation for each category. When UAVs are
used for agricultural purposes, they are usually equipped with cameras and more rarely with
LiDAR (apart from secondary sensors that are used to locate the vehicle in space and avoid
obstacles, like sonar, GNSS etc.). Theoretically, spatial and temporal resolution of UAV’s is
close to infinity, because spatial resolution can be augmented by flying the vehicle lower, while
flying it more often augments the temporal. Of course, both of these technics also augment the
cost in time and energy, but nevertheless UAVs are considered to have higher spatial and
temporal resolution than satellites. Like satellites, UAVs are also affected by weather
conditions. Strong wings and extreme temperatures (both high and low) can diminish flying
performance or even prohibit flight. Heavy precipitation, apart from the effect on the flight, can
affect the sensors’ reliability. Acquiring and maintaining a UAV has a significant cost and also
requires a trained and licensed operator to handle it, making it unprofitable for very small-scale
farmers. Data from a UAV requires higher data preprocessing, compared to satellites, due to the
fact that data are gathered from many points whose location is not a priori known. UAVs are
also restricted by law regulations for safety and privacy purposes. UAVs can also be equipped
with actuators, usually for spraying liquids (herbicides, pesticides) or fine material (seed,
fertilizer), which make them very useful at approaching places that are hard to access, but with
the limitation of low payload. [22][23][24]

[47] Rotary wing UAV with a tank that can spray liquids.

Tractors: Tractors are wheeled vehicles that are used for agricultural purposes. Traditionally
they were guided by a human, but with the development of autonomous diving the unmanned
and the semi-autonomous type has emerged. Autonomous driving in the field has to cope with
other challenges compared to flying vehicles. The surface of earth has plenty of obstacles, which
makes path planning a remarkable problem in many cases. Even the cultivated plants can be
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obstacles depending on the type and stage of the crop, as a consequence the decision to use
tractors may affect the way plants are planted. In addition to that, the turning radius of the vehicle
may be unsuitable for some routes. Tracking is generally not a problem due to slow speed and
robustness to weather conditions, although the grip of the tires varies with the soil moisture and
the type of soil. Localization any many cases cannot be based completely on GNNS due to the
fact that signal may be blocked, especially in green houses. To overcome this problem various
sensors are used (e.g., cameras, sonars etc.) but all these have to deal with the seasonal change
of the plants and the terrain on the one side, and on the other with the restricted field of view.
Despite all these obstacles, it is worth mentioning that autonomous tractors were one of the first
autonomous vehicles that were used, which means that in some circumstances (open fields with
no obstacles) it can be relatively easy to accomplish. Tractors, due to their proximity to the
plants, their stability, and their high payload, can be equipped with a larger variety of sensors
compared with UAVs. As an example, tractors can be equipped with sensors that measure the
electrical conductivity of the soil while they are moving, which means that, even though the
sensor measures at a single point, when implemented to the tractor they gain spatial distribution.
Also, tractors can be equipped with a wider variety of actuators which can perform various
actions on the crop. A noticeable example, in some types of crops, is harvesting, whose yield
can then be measured (either the volume or the weight) and used as label data. Tractors’ low
speed and plethora of capabilities created the need for interconnectivity between a group of
tractors in order to decrease the working time. Apart from the obvious tasks that emerge in the
engineering domain, interconnecting a number of tractors creates problems in the legal domain,
in case many companies contribute to whole project (and an accident takes place). [25][26]
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[48] An autonomous and a semi-autonomous (there is no driver to the blue tractor) collaborating.
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[49] A sensor that measures the electrical conductivity of the soil while the tractor is moving.

Ground stations: Ground stations are fixed on a specific point on the crop and all the
measurements are done at that point. Some prefabricated ones exist in the market, but it not rare
to find hand-made stations by the researchers for a specific task. Ground station main component
is an embedded device, which is connected to all the sensors and the actuators. The selection of
the right embedded device depends on the number and the type (digital or analog) of inputs and
outputs, the memory, the microcontroller, the transceiver, and mainly the energy consumption.
Of course, the embedded device has to be protected by the environmental conditions. The energy
can be provided from solar panels and stored in batteries. The fact that they don’t move means
that they cannot provide any spatial distribution along the surface of the earth, but they can get
measurements from the deeper layers of the earth. If they are connected with a central computer
they can provide live data constantly, meaning that they have practically unlimited temporal
distribution and resolution. Ground stations have the advantage that they can be equipped with
sensors that need time to get an accurate measurement. Of course, if the project aims at higher
precision, then many ground station should be placed to augment the spatial resolution, but as a
consequence the sensors’ prize becomes a remarkable constraint because each sensor must be
purchased multiple times. [27]
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[50] A ground station.
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4 CHAPTER 4: COMMUNICATION

There are some applications of SF where a single platform gets the data, process them,
and acts on the crop in real time. An example is a tractor equipped with a camera and based on
the reflected radiation and an index it fertilizes directly if needed. Usually, data must be
transferred and stored to a central computer or to a cloud computer, either because the processing
power of the platform is not adequate or because interoperability will be applied or because the
farmer must take the final decision. Data transferring is also required if commands are sent from
the central computer to actuators. When engineers evaluate which technology will be used for
data transferring, they have to consider many parameters. Data rate, energy consumption, range,
scalability, robustness, payload, latency, directionality (unidirectional or bidirectional),
implementation costs, and security to name a few. Data transferring can be categorized into
three main categories: by wire, manually after being stored to a memory card, and wireless.

By wire communication is a very robust, safe, and fast way of data transferring but it
cannot be applied to moving platforms and the placement of a wire in the field creates obvious
problems. Saving data directly to a memory card provides almost the same advantages as by
wire connection, but it can also be applied to moving platforms. The major disadvantage is that
human intervention is required for transferring so no real time data can be provided. UAVs are
usually equipped with them since cameras require huge data flow and there is presence of a
UAYV operator to remove manually the card. Memory cards can also be used supplementary with
wireless communication for data saving in case of disconnection.

Wireless communication is based on radio waves. The connected devices have a
transmitter and a receiver (or a transceiver), for emitting signals to send data and receiving
signals to get data. The transmitter encodes information by shifting the frequency, the amplitude
or the phase of the signal based on a protocol. There is a variety of technologies for wireless
communication with a wide range of characteristics. The range of wireless communication can
range from less than 10 meters, in the Bluetooth technology for example, to hundreds of meters,
such as cellular networks. Similar variations can be found in other features like energy
consumption or data rate. For agricultural purposes the category of technologies that drew more
attention to the research is the Low-power wide area network (LPWAN). The two advantages
of this type of technologies, which are the low power consumption and the wide range, are
suitable for agriculture since energy from the node usually comes from batteries, there is need
for communication for long period of time, and the fields cover a large area. Meanwhile,
LPWAN technologies, in order to achieve the aforementioned levels of communication, lag in
terms of data rate, which is a deficiency that can be tolerated by many SF applications. Some
common LPWAN technologies are: Long Range Wide Area Network (LoRaWAN), Narrow-
Band 10T (NB-IoT) and Sigfox. Wireless communication emerges new challenges that are not
present in the other forms of communication. Wireless communication performance is affected
by harsh environmental factors, like temperature, humidity, and rainfall. Also, plant growth,
greenhouses and any other obstacle can diminish the communication range in manner that varies
in time. Interference between the devices may occur since interoperability among devices that
operate in the same band is common, creating the need for more robust communication. Like
any other loT application, cyber security issues emerge, which makes state level or any other
extremely large application forbidden due to possible agroterrorism attacks that could lead to
famine. State laws on radio frequency regulations also must be considered because some
frequencies are under license and require payment or are forbidden to use, and it should be
mentioned that these regulations vary from state to state. [28][29][30]
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Data may not be transferred directly to the computer which they will be processed, but
usually passthrough networking devices such as bridges and gateways. In this case we can
combine various communication technics and exploit the advantages of each one. Also, possible
physical obstacles that make difficult the communication between two nodes can be overcome.
Networking devices cannot be necessary fixed, as exact obstacles vary on a crop, for example
in case of disconnection of some nodes in remote areas a UAV can be used to gather data from
the nodes. Of course, topology problems arise and occasions where a device stops working or
lose connection should be considered.

Then data are transferred to a local computer or to a cloud for final processing and
storage. The cloud requires internet connection, but this is usually granted due to the advantages
that it could offer to the whole project. Connection to the internet can provide data from
meteorological stations, satellites and any other data that is not accessible from the crop. In
addition, data can be transmitted to all the farmer’s end devices (e.g., phone) and commands in
real time can be sent in case where actuators are implementer to the project. Cloud computing
requires less energy for processing, which in many cases is not abundant in the vicinity of a
crop. Combining the fact that cloud computing costs less, it is usually preferred as an option.
[31]
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5 CHAPTER 5: DATA PREPROCESSING

Before the application or the training of an Al model, data preprocessing is required.
Data from sensors are never ready to fit to a model either due to some malfunction of the sensor
or due to data’s feature (e.g., type, shape, dimension). The first type of preprocessing technic is
data cleaning. Sensors may send noisy data (inaccurate, useless or redundant data) or don’t send
any data at all for a period of time. This may happen due to loss of connection, interruption of
power supply or a sensors’ reconfiguration that follows the interruption, weather conditions
(especially clouds for satellites). There is not a universal way of dealing with missing and noisy
values, the engineer has to use his intuition and based on the nature of the phenomenon that was
measured, the way which varies in space and time, and the accurate values that possesses he can
substitute the values. An average, a mean or a most common value can be used from previous
and following measurements of the same sensor, or measurements from neighbor sensors can
be used with bi-linear interpolation technic to fill the missing values and substitute the extreme
ones. For higher accuracy, complex models that are designed for that purpose can be used. Then
a smoothing process can be applied to remove noise. The technics for smoothing are common
as with other Al applications.

Unless the data are processed and an action is directly taken, the processing of mapping
is necessary. During this process the engineer has to locate each measurement on a map of the
field, this can be done by knowing the exact place that it was taken for the sensors that measure
in contact and for those that measure in distance the point where the measurement is referred,
in case of sensors with spatial resolution this process must be done for each element (e.g., pixel).
The location of the platform in open fields can be found with the use of GNSS and the sensors
that are mentioned in the corresponding chapter, while in some green houses where GNSS is
denied or inaccurate, fix points can be used as place of reference and through triangulation the
location can be found. Once the location of the platform is known, sensors that measure in
contact can be locate directly, while for sensors that measure in distance the direction of the
sensors is required. In the case of cameras, the distance from the emitting source, the resolution
and the field of view are required to associate each pixel with the corresponding space. When
the camera is equipped to a moving platform, there is an overlapping area between the images,
not only for being sure that the whole area is covered, but also for associating with the neighbor
pictures and making more accurate localizations, resulting in a very high overlap area (90% in
some cases). Fix points of reference with known coordinates can also be used for higher
precision.

Some data do not provide any important information unless some features are extracted.
A noticeable example in the Smart Farming domain is the reflected radiation from the plants.
The reason why reflected radiation need extra preprocessing is because it strongly depends on
the intensity of the incident light, which is completely independent from the plant status. To
overcome this problem, Vegetations Indexes (V1) are applied. VI is a formula that combines at
least two spectral bands of the reflected (or emitted) waves. By combining two spectral bands,
the reflected quantity of one band can be calculated in proportion of the other, in this way we
can estimate the quantity of molecules that absorb only one of the two mentioned bands,
theoretically independent from the solar radiation. Of course, the bands are chosen in a way
which one is absorbed by the molecule that we want to estimate and other is not. There are many
VIs of whom the most famous is the NDVI (Normalized Difference Vegetation Index) with the
formula: (NIR — RED)/(NIR + RED) which estimates the quantity of chlorophyll in plants,
since chlorophyll reflects the NIR but absorbs the RED. The right selection of which Index to
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use depends on a series of questions. Firstly, the engineer has to decide what does he want to
measure. For example, as said before NDVI is for the levels of chlorophyll, meanwhile for
measuring the crop water stress conditions the Crop Water Stress Index (CWSI) is suitable. The
right decision should also be based on the type of crop, the growing stage, and the background
(exposed soil). Even though VIs shouldn’t be affected by the solar conditions, in practice,
intensity, zenith angle and proportion of diffused light affects the Vs, with some of them being
more robust to changes. Another deficiency that has to be taken into account when selecting an
index is the saturation, after a certain threshold VIs stop being sensitive to variations of the
molecule that are meant be sensitive at. Lasty, each vegetation index varies differently in
variation of the under-measurement molecule, making some indexes more sensitive to a specific
range. [22][32][33]

Another form of preprocessing, that cameras usually are submitted, is dimensionality
reduction, in case of cameras it can be called more accurately spectral reduction. It is very
common in multi or hyper spectral cameras. In open fields, the atmosphere absorbs some
frequencies, thus measuring those is pointless and augments the complexity of the project.
Furthermore, some frequencies behave the same to all classes of data, thus they have little to no
variation and they don’t provide any data. The technics for reducing the dimensions that are
used in agriculture are similar to other applications of Al.

Data from different sources have various spatial and temporal resolutions. In order to
find a correlation, data must be formed in a way that they will refer to the same time and space,
in other words data must have the same resolution. An engineer can augment or diminish the
data’s resolution with various ways to deal with that problem, with an augmentation in the error
when the resolution is augmented of course. The final data’s resolution, both temporal and
spatial, should be high enough to deal with the task we want, but not higher because it will add
useless complexity, and of course should be close to the resolution of the raw data. For example,
aweed monitoring system would require high spatial and low temporal resolution (e.g., 100cm?
and 3 days) since weed development is slow, while an auto irrigation system would be the
contrary. As with data cleaning, there is not a universal way to change the resolution of a type
of data. In the case of augmentation, the technics are similar to the ones in the case of missing
values. For augmenting the spatial resolution, data from neighbor sensors should be used to
evaluate the true value with technics like the weighted mean, the bipolarization technic, the
value of the closest sensor or some other technic. The same thing must be done for the temporal
resolution with the use of previous and following measurements. While in case of degradation
of the resolution a mean can be used or a more complicated model that extracts higher level of
information. In both cases, perception of the natural phenomenon is needed and knowledge of
how this varies in the time-space domain, e.g., an evaluation of temperature at a specific time
should be based on measurements that were taken at similar hours of the day with similar
weather conditions. [34][35]
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6 CHAPTER 6: MODELS

After the preprocessing the data are ready to fit in a model. Various machine learning
algorithms have been used for agricultural purposes, both in simple machine learning and in the
deep learning domain, but also traditional Al technics. Generally deep learning achieves higher
accuracy than the other technics, but it is not always the most preferred. There are some technical
purposes why someone would avoid complex models, which are the limited or absolute absence
of data for training, lower computational time and power, and ease of implementation. Simpler
Al models are also used because they are white boxes, which means they are transparent on how
they come to their conclusions. Using a white box is very important when the role of the model
is advisory and the final decision will be taken by a farmer, this can take place in agriculture
when a decisive importance decision must be taken, e.g., the selection of pesticide, which could
be harmful if consumed. [36][37]

Some tasks require high complexity that cannot be dealt with traditional Al. In this case
Deep Learning (DL) is used. Various DL models exist with different characteristics. In order to
select the right one, the engineer has to understand the nature of the problem that he is dealing
with and how it depends on other factors. For time sequence, which is very common in
agriculture, RNNs are preferred, while for image recognition a CNN should be used. The major
disadvantage of DL is that it requires a significant amount of data for training. At this point, it
should be mentioned that the input data could derive from four sources: from the sensors on the
crop, from the internet, manually uploaded by the farmer, and from another model. In case a
machine learning model is used, some labeled data are needed for training, which can be derived
from all the above-mentioned sources, whom | want to emphasize the internet, where public
datasets are available which can tackle the training problem. Usually, many models are used for
the same task and are evaluated with various metrics for the right one to be found, since the cost
of implementing a model is minimal. [38]

Even though it not so common, some applications make use of unsupervised learning.
Unsupervised learning can be used for extracting information about variations in climate, in
crop features, or in the agricultural activities. This information can be very useful when is
represented to an expert. Unsupervised learning is also used for detecting and predicting
animals’ health problems and pathogenic bacteria in food products. An advantage that
unsupervised learning has compared with other supervised learning technics is that farmers and
breeders, probably unconsciously, make the data unpresentable due to bias towards the better
ones. [39][40][41][42]

As mentioned before, input data may derive from other model’s outputs. The
combination of many models was mentioned in the data cleaning and in the equation of the
data’s spatial- temporal resolution. By using many models, we can exploit the advantages of
each one. Of course, it is not mandatory to input all the data to a model and subsequently to
another. Some data can be inputted to a model to extract useful information which will be
inputted with other raw data to another model and get the final result. In this way we can make
complex architectures of models. [51]

Finally, data and results must be represented to the farmer. Representation of the overall
situation is obligatory when the final decision is made by the farmer, but it is also recommended
in all cases because it is important for the farmer to supervise the crop and intervene if necessary.
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There are also premade applications (smart apps) that are available on the internet which
can be installed on a smartphone. These applications can deal with various tasks, from the
preprocessing to the model implementation, but also hardware associated tasks like route
planning. They can also provide general information about our crops, recommendations, and
everything else we can imagine. Usually, they have a very good machine-human interface
making them very easy to use. Some of them get all data from the internet, meaning they require
no hardware to work, which makes them even easier to use. A typical data source from the
internet are weather stations, which are used for improving and predicting the final product. But
a lot of attention is drawn to applications which are used for selling the final product due to the
fact that these increase the profit noticeably and are very easy to use. For example, there are
application which work like social networks, whose purpose is to bring in contact sellers and
buyers based on the location where they live and the product. [43][44]
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7 CHAPTER 7: USE CASE: ORANGE OBJECT DETECTION

Harvesting is a time and energy consuming task. Various technics have been invented to
decrease the costs and the labor time. Towards this direction, SF applications exist that are meant
to collect fruits from the trees. For implementing an actuator to pick fruits the localization of the
fruit is required. This can be done with object detection. Object detection is a computer vision
technic that recognizes and localizes certain classes in the image.

Since object detection belongs to the supervised learning, a labeled dataset is required for
training the model. I collected images of orange trees with fruits on them, which I used as
training data.

| collected 49 images of which 32 were used for training and 17 for test. The total number
of images is not very large, but there are many oranges in every image and the model that I used
is pretrained. Also, there were used some data augmentation technics. The dimensions of the
raw images are 3120x4208. The size of the raw images is between 4.000KB and 9.000KB,
which was very big for the available RAM, so quality reduction was applied and the size of the
new images fall between 400KB and 1.000KB maintaining the same resolution. A zoomed
picture before and after the quality reduction is shown below:
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The next step is the image labeling. For annotating the images, | used a module named
labellmg [52]. Labeling an image for object detection means that the coordinates of the
bounding boxes and the classes of the objects that are present in the image are annotated. In our
case there is only one class. In case of oranges and generally for fruits, labeling is not a banal
process. The foliage may cover any percentage of the fruit, creating the dilemma of which fruits
should be labeled. Labeling fruits that are barely seen or not labeling a fruit that it can be seen
clearly, would create a bad dataset which will confuse the model. Similar problems I
encountered with the reflected light, some oranges were under the shadow causing their color
to be closer to the leaf’s color than the one of the other oranges. Lastly, the distance of the fruit
created similar dilemmas, since the further it is located the smaller it looks.
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An annotated image.
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Three fruits can be seen. The top one should be undoubtedly annotated. While one is very dark and
the other is mostly covered.

The model training was done in a “google research colab” [53] based on the “tensorflow
object detection api tutorial” [54] with the help of this example [55]. I used the transfer learning
technic, which means that | use a pre-trained model and | adapt it to my dataset. | tested on two
models which I got from “TensorFlow 2 Detection Model Zoo” [56]. The two models are the
“SSD ResNet101 V1 FPN 640x640 (RetinaNet101)” and the “EfficientDet D1 640x640”. Both
models output boxes which is a necessary condition for object detection. These two models
change the resolution of the input image to 640x640, which | found after I testing to some images
that it is a resolution that the oranges can be seen clearly, thus higher complexity would probably
be useless. Also, at lower resolutions(320x320) some oranges could hardly be distinguished by
the human eye. Finally, these models have good speed, and amongst the highest accuracies at
this resolution. The first one has a speed of 57ms and accuracy of 35.6%, which makes it the
third best in terms of accuracy, while the second model achieved 54ms in speed and 38.4% in
accuracy, hence making it the best in the list. At this resolution, the second best accuracy is
succeeded by the “Faster R-CNN Inception ResNet V2 640x640” which is 37.7%, but with a
noticeably lower speed of 206ms, thus I did not choose it. All the parameters of the model can
be tuned from the pipeline that can be found on [54]. The losses that | achieved on the ResNet101
were:
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Num. of training steps 17,000 21,400
Classification loss 0.034605272 0.021624524
Localization loss 0.0036916514 0.0010708789
Regularization loss 0.19457465 0.037390664
Total loss 0.23287158 0.060086068
While the losses for the EfficientDet were:
Num. of training steps 13,000 15,000
Classification loss 0.06827974 0.034605272
Localization loss 0.0014643676 0.0036916514
Regularization loss 0.03541752 0.19457465
Total loss 0.10516163 0.23287158

The models were training for 4 to 5 hours each time. It can be seen from the ResNet101
that more training is required, but there were no processing units available.

Then, | tested the models at some of the images. At some of them the models were accurate
even though they didn’t manage to find all the oranges (high precision):

MSc in Artificial Intelligence & Deep Learning, MSc Thesis

Athanasopoulos lason MSCAIDL 0001

34



Use of Artificial Intelligence and Deep Learning in the Food and Agriculture Domain

78% confidence

93% and 99% confidence
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With some pictures the models did both accurate and inaccurate detections:

57% confidence for the leaf and 66% for the orange

While in some cases the models were completely inaccurate or did not make any prediction at
all:

It detects the sky twice with confidence 59% and 79%
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Finally, | retrained the EfficientDet D1 640x640 for 10,000 and 15,000 steps and evaluate
the model on a metric function. The metrics that | used are the "coco detection metrics". This
metric is used in the “Microsoft COCO challenge”. Also, it has been used numerous times and
it is the dominant metric for object detection [58]. The primary metric function of the coco
detection metrics is the Average Precision with loU 0.50 to 0.95 with step 0.05, but it also
calculates some other metrics, too. The full list of metrics and the results for both training steps
is the following:

loU Area Max Training Training
Detections Steps: 10,000 | Steps: 15,000

Average 0.50:0.95 All 100 0.363 0.370
Precision

Average 0.50 All 100 0.787 0.797
Precision

Average 0.75 All 100 0.269 0.256
Precision

Average 0.50:0.95 Medium 100 0.023 0.197
Precision

Average 0.50:0.95 Large 100 0.378 0.376
Precision

Average 0.50:0.95 All 1 0.089 0.092
Recall

Average 0.50:0.95 All 10 0.383 0.385
Recall

Average 0.50:0.95 All 100 0.469 0.459
Recall

Average 0.50:0.95 Medium 100 0.375 0.325
Recall

Average 0.50:0.95 Large 100 0.473 0.464
Recall

According to the primary metric (first row) the model did slightly better when it was
trained for 15,000 steps (0.7% better), but with some other metrics the model did better with
10,000 training steps. The only metric that showed noticeable difference is the Average
Precision with loU 0.50:0.95 for Medium Area detections (fourth row), with the average
precision increasing from 2,3% to 19,7%. This difference was probably caused because the
majority of the objects in the data set are of medium size.

The code that | used in google colab is the following:
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#Unzip the folder structure, the data, and the label map that I have
uploaded
'unzip /content/train demo.zip -d /content

import tensorflow as tf
print (tf. version )

'git clone https://github.com/tensorflow/models.git
cd /content/models/research

!protoc object detection/protos/*.proto --python out=.
'git clone https://github.com/cocodataset/cocoapi.git
cd cocoapi/PythonAPI

'make

cp -r pycocotools /content/models/research

cd /content/models/research

cp object detection/packages/tf2/setup.py

'python -m pip install

# A test that checks if everything is installed correctly
!python object detection/builders/model builder tf2 test.py

cd /content/train demo/pre-trained-models

#Downloads the SSD ResNetl0l V1 FPN 640x640

#lwget

http://download.tensorflow.org/models/object detection/tf2/20200711/ss
d resnetlOl vl fpn 640x640 cocol7 tpu-8.tar.gz

#Downloads the EfficientDet D1 640x640

'wget

http://download.tensorflow.org/models/object detection/tf2/20200711/ef
ficientdet dl cocol7 tpu-32.tar.gz

# Unzip the SSD ResNetl01l V1 FPN 640x640
#!tar -xvf ssd resnetl0l vl fpn 640x640 cocol7 tpu-8.tar.gz

#Unzip the EfficientDet D1 640x640
ltar -xvf efficientdet dl cocol7 tpu-32.tar.gz

cd /content/train demo
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# Transforms xml files to tfrecord

!python generate tfrecord.py -x /content/train demo/images/train -1
/content/train demo/annotations/label map.pbtxt -o

/content/train demo/annotations/train.record

!python generate tfrecord.py -x /content/train demo/images/test -1
/content/train demo/annotations/label map.pbtxt -o

/content/train demo/annotations/test.record

#Model training based on the pipeline's configurations
!python model main tf2.py --

model dir=/content/train demo/models/my resnetl0l --
pipeline config path=/content/train demo/models/my resnetlOl/pipeline.
config

#Coco Detection Metrics

!python model main tf2.py --

model dir=/content/train demo/models/my resnetl0l --
pipeline config path=/content/train demo/models/my resnetl(0l/pipeline.
config --checkpoint dir=/content/train demo/models/my resnetlOl

#Exporting the model for testing

!python exporter main v2.py --input type image tensor --

pipeline config path

/content/train demo/models/my resnetlOl/pipeline.config --
trained checkpoint dir /content/train demo/models/my resnetl0l --
output directory /content/train demo/exported-models/my model

#Testing the model on an image

import os

os.environ['TF CPP MIN LOG LEVEL'] = '2'

import pathlib

import tensorflow as tf

import cv2

import argparse

from google.colab.patches import cvZ imshow

gpus = tf.config.experimental.list physical devices ('GPU")

for gpu in gpus:
tf.config.experimental.set memory growth (gpu, True)

# Path to image directory

IMAGE PATHS =

'/content/train demo/images/train/IMG 20230114 123524.jpg’

# Path to the exported model directory

PATH TO MODEL DIR = '/content/train demo/exported-models/my model'
# Path to label map
PATH TO LABELS = '/content/train demo/annotations/label map.pbtxt'

MIN CONF THRESH = float (0.60)

import time

from object detection.utils import label map util

from object detection.utils import visualization utils as viz utils
PATH TO_SAVED MODEL = PATH TO MODEL DIR + "/saved model"

print ('Loading model...', end='")

start time = time.time ()
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category index =

label map util.create category index from labelmap (PATH TO LABELS,
use display name=True)

import numpy as np

from PIL import Image

import matplotlib.pyplot as plt

import warnings

warnings.filterwarnings ('ignore')

def load image into numpy array(path):

return np.array (Image.open (path))

print ('Running inference for {}... '.format (IMAGE PATHS), end='")
image = cv2.imread (IMAGE PATHS)

image rgb = cv2.cvtColor (image, cv2.COLOR BGR2RGB)

image expanded = np.expand dims (image rgb, axis=0)

input tensor = tf.convert to tensor (image)

input tensor = input tensor[tf.newaxis, ...]

detections = detect fn(input tensor)

num detections = int (detections.pop ('num detections'))

detections = {key: value[0, :num detections].numpy ()
for key, value in detections.items() }

detections['num detections'] = num detections

detections|['detection classes'] =

detections|['detection classes'].astype(np.int64)

image with detections = image.copy ()

# A threshold for the confidence of the prediction, predictions with
# confidence below the the threshold will not be shown
viz utils.visualize boxes and labels on image array(
image with detections,
detections['detection boxes'],
detections|['detection classes'],
detections|['detection scores'],
category index,
use normalized coordinates=True,
max boxes to draw=200,
min score thresh=0.5,
agnostic mode=False)
print ('Done')
cvZ2 imshow (image with detections)
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8  CONCLUSIONS

SM is the new agricultural era. Inevitably, in the future almost all farmers will have some
form Al in their process due to the advantages that it offers, exactly like farmers intergraded
fertilizers, tractors and other important technologies that introduced a new era. The main barriers
for the incorporation of the SF technologies are the prerequisite knowledge, initial costs and
data for training. From the side of the farmers there is also ignorance for the advantages of SF.
On the other side, engineers who have the knowledge cannot easily make profit from it, because
they cannot collaborate with farmers and consequently lacking of training data. These barriers
are broken down for large scale farmers because the profits that these technologies offer to a
single farm are high enough. Also, large farms have higher diversity, making PA even more
efficient.

Of course, this does not mean that SF is useless for small farmers. The problem is that
small farmers as individuals, both engineers and farmers, will not find any significant profit
from adopting SF, if we count in the starting cost and the required time and effort. For this
reason, in places where there are many small farmers, an institution could change the structure
of the agricultural sector in order to adapt to the new era. An analogy of many farmers that
collaborate with few engineers is a combination that could break the majority of barriers. The
starting costs will decrease, since less hardware per application would require, for example, a
single UAV could be used for many applications making this platform more cost efficient. The
prerequisite knowledge would not be a problem because the engineers would need little training
and would be few in number. Also, engineers would have access to a lot of data because they
would collaborate with many farmers, these data would be more representative than those found
on the internet since they would derive from the same area. Finally, if all these changes take
place, the engineers and their applications would adapt to the farmers’ problems and would
make SF even more efficient.

Consequently, the society should establish and finance a team of engineers and urge
farmers to collaborate with them. SF will not only benefit farmers with higher yields and lower
inputs, but it will also reward the whole society due to the lower impact to the environment.
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