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Περίληψη
   Τα τελευταία χρόνια, η Βαθιά Μάθηση έχει συναντήσει μεγάλο ενδιαφέρον στην γεωφυσική
κοινότητα. Εφαρμόζεται σε πολλές γεωφυσικές εφαρμογές, καθιστώντας ευκολότερη την επίλυση
προβλημάτων.  Αντιμετωπίζει  προβλήματα  μεγάλης  κατανάλωσης  υπολογιστικών  πόρων  και
χρόνου, για μεγάλο όγκο δεδομένων καθώς και την κατάρα της διαστατικότητας. Με τα χρόνια,
έχει υπάρξει πρόοδος στις μεθόδους της. Ένα πλεονέκτημα που παρέχει η χρήση της, είναι ότι
επιτρέπει στους χρήστες της την χρήση τηλεσκόπισης, για την απόκτηση και ανάλυση δεδομένων
ακόμα  και  από  δύσβατες  για  τον  άνθρωπο  περιοχές.  Η  Βαθιά  Μάθηση  με  την  βοήθεια  των
βιβλιοθηκών  TensorFlow και  Keras,  έχει  λάβει  μέρος  στην  βελτίωση  της  ανακάλυψης  του
περιβάλλοντα χώρου. 

Λέξεις – κλειδιά

Μηχανική  Μάθηση,  Βαθιά  Μάθηση,  Σεισμοί,  TensorFlow και  Keras βιβλιοθήκες,  γεωφυσική,
μοντέλα βαθιάς μάθησης. 
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Abstract

   In recent years, deep learning has drawn a lot of interest from the geophysical community.  It can
be used for a variety of geophysical employments, by providing simpler and easier solutions to
problems. It addresses problems to do with excessive need of computational resources and time
consumption from large amounts of data, as well as the curse of dimensionality. Over the years
there has been great progress with Deep Learning methods. An advantage of using Deep Learning
in certain applications is that it  allows its users to use remote sensing, so they can collect and
analyze data even from places that are difficult to be approached by humans. With the help of
TensorFlow and  Keras  libraries,  Deep  Learning  plays  a  part  in  the  improvement  of  exploring
surrounding environments. 

Keywords

Machine Learning, Deep Learning, Earthquakes, libraries TensorFlow and Keras, geophysics, DL
models. 
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Introduction

   This paper discusses the place and the impact of Machine Learning on the field of geophysics, as 
also the offered facilities that are provided by the use of Deep Learning models. Primarily, the use 
of algorithm in Python in combination with the Keras and TensorFlow libraries, especially in 
comparison to traditional methods. In addition, an analysis in the field of seismology is supplied, as 
well as problems and ways of dealing with them. Also are mentioned cases where Deep Learning 
manages to give more precise outcomes than those of professionals, but also cases where experts 
give more accurate outcomes. Then, are presented examples of research on the subject, as well 
models and datasets.

   It is noteworthy to mention that the definition of Machine Learning was first formulated by 
Samuel[1] , with Mitchell[2] providing a frequently cited definition:

    “A computer program is said to learn from experience E with respect to some class of tasks T 
and performance measure P if its performance at tasks in T, as measured by P, improves with 
experience E." [2]

Subject of the thesis

   The primary focus of this thesis is the deployment of ML in geophysical applications. At the same
time it is studied a bit more specifically, the use of  python libraries TensorFlow and Keras for the 
same filed. It’s also very important how the use of them has helped and developed today’s 
algorithms of DL, for instance in earthquake detection, even for places that are dangerous and risky 
for people to visit. It is very interesting what possibilities these technologies give to humans. Since 
DL has found application in the geophysical domain, has helped humanity to discover more things 
about its environment. Furthermore, it is very useful on today’s problems, as it gives accurate 
results and in very short time, depending on the amount of the data that have to been processed, but 
also quicker than a professional. Even though, there are still times that experts give better results 
than trained models. It is an amazing topic to work on, as it analyzes raw data and gives so many 
important information to scientist, but also non scientist people. A remarkable outcome of all this 
process is the possibility to warn early the society about an upcoming earthquake or volcano 
explosion etc and save people’s lives. The application of all this, is crucial for the society.

Purposes and objectives

   The ambition of this thesis is to demonstrate ML’s role in geoscience community as well its 
applications and results. In addition, it is to demonstrate the usefulness of DL models, by the use of 
libraries such as Keras and TensorFlow, for geophysics applications, for instance in seismic data 
analysis, early warning, or microearthquake detection, etc.   

Structure

   The first chapter, is a general introduction to the topic, with some information about each field 
that is discussed in this review. Furthermore, in all chapters, images and tables are included for a 
better understanding. Chapter 2 talks about ML in geoscience. In addition, Chapter 3 contains more 
details about DL’s implementation in the domain of geoscience, especially earthquakes. Different 
DL models as well as neural networks are also discussed in this chapter, including some examples 
for the results to be easier understood. Furthermore, Chapter 4 focuses on earthquakes. It shows the 
need that exist for the study of this area, as well as includes a brief mention of the role of DL in 
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supporting these studies. Also, it is discussed how these two fields are combined in order to provide
improved results. Chapter 5 is where geoscience and IT really meet. In this chapter it is presented 
how DL is really making a difference in the methods that are followed to process seismic data in 
comparison to traditional methods. This is something that is somewhat visible in the previous 
chapters too, especially chapter 4, but here it is strongly presented. Chapter 6 is the summary of this
entire review. It is a recapitulation of what has already been discussed in the previous chapters. It 
consists of the conclusions that all the information lead to. Lastly, chapter 7 is the bibliography of 
the sources used to provide the necessary information and knowledge to convey the subject of this 
review to those interested. 
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1 Geophysics with Machine Learning

   Geophysics is the study of Earth's structure and composition from its core to its surface. 
Nowadays, focus has shifted from just studying Earth to including outer space, as also the upper 
atmospheres of planets other than Earth and Earth's atmosphere. Common methods used in 
geophysics are observation, process, modeling and prediction. Observation is the most crucial way 
that humans can study their surrounding environment and begin forming an understanding of all the
yet undiscovered or unexplained mysteries of their planet and solar system. In the core of this 
science is the application of different mathematical solutions based on the relevant physical laws. 
One very important parameter is what is called “denoising”, which is a critical step in acquiring 
significant results after the processing of the collected raw data.[3]

1.1 Earthquake Detection

   Investigating seismic wavelengths is one of the most common imaging methods in exploration 
geophysics, where the Earth's subsurface is depicted and mapped through inverting surface-located 
physical fields. Reflective seismic waves are employed in seismic exploration to foretell the 
underlying structures of the planet, after the fundamental procedures for seismic data sampling, 
processing (such as denoising and interpolation), inversion (such as migration and imaging), and 
interpretation (such as fault detection and facies categorization). Figure 1 provides a summary of 
the exploration process, while figure 2 contrasts conventional and DL-based exploration geophysics
techniques.[3]
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Figure 1 The exploration geophysical procedure. (a) The structures of the subterranean. The 
seismic wave gets stimulated at sources, as illustrated by red dots, and spreads down way till the 
reflector before ascending to the receivers, as illustrated by blue dots. (b) The seismic data 
afterwards been processed. (c) The seismic imaging outcome, with the reflectors been represented
by the lines. (d) Underground features are construed to specify the location of the reservoir.[3]
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   The purpose of earthquake data processing differs greatly from the purpose of exploration 
geophysics, which is why it is relevant to focus upon DL-based seismic signal processing. The 
classification and arrival picking are two facets of the early processing of seismic signals. 
Classification separates actual earthquakes from background noise, while arrival picking determines
when primary (P) and secondary (S) waves will arrive. Some farther deployments include Earth 
tomography and the location of earthquakes. DL has displayed encouraging outcomes in various 
applications.[3][4]

   The arrival times of P and S waves are determined by using the aforementioned arrival picking 
method. Professionally trained humans are capable of providing more accurate results than 
traditional automated algorithms, as for instance, the automated short-term average (STA) and long-
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Figure 2 An evaluation of DL-based and conventional geophysics exploration methods. (a)The 
curvelet denoising method used in random denoising tasks[128] takes into consideration that 
under a curvelet transform a signal can be sparse, so it is beneficial to use a matching method 
for denoising. In forward and adjoint modeling,in order to maximize the efficiency of velocity 
inversion jobs the full waveform is used based on the wave equation. Finally, interpreters 
choose faults in fault interpretation tasks. (b)Regression issues which are optimized by neural 
networks, are applicable to previously mentioned tasks. Different neural network topologies 
could be required for various purposes.[3]
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term average (LTA) methods rely on thresholding setting[3]. DL can help with overcoming such 
weaknesses by using arrival picking to capture a clear image of Earth’s structure[5]. One way to 
achieve significantly more accurate results than offered by the STA/LTA methods, or even human 
experts, is using large training sets in arrival picking and classification[6][7][8]. In the case of 
inadequate labels, a labeled data set has the possibility to be artificially expanded with the help of 
the GAn-based EarthquakeGen model[9]. Performing artificial sampling on the training set can 
remarkably improve detection accuracy. Meanwhile earthquake detection and phase picking 
accuracies can be farther progressed by concurenting the both tasks[10]. 

1.1.1 Neural Networks

     The most fundamental but also most difficult tasks, in earthquake early warning, EEW, are 
earthquake signal and noise classification. False and missed alarms plague traditional EEW 
systems. Since Deep Neural Network, DNN, is a classification task, it can be directly applied to 
signal and noise distinguishment. With an adequate training set the precision of DNNs can reach 
99.2%[11] and 99.5%[12] for various domains. In order to detect smaller both weaker earthquake 
signals that are rugged to intense noise and nonseismic signals, a residual network which includes 
convolutional and recurrent units can be deployed[13]. Another difficult task that Recurrent Neural 
Networks (RNNs) and Convolutional Neural Networks (CNNs) can be used for is the 
differentiation of anthropocentric causes, like mining, quarry blasts, and tectonic seismicity[14].. For 
some particular tasks, such as volcano seismic detection, more categories of signals are 
necessary[15]. Volcano-seismic monitoring also takes uncertainty into consideration[16].

   To give some examples, in a study conducted by Meier et al. (2019) five DNNs were trained to 
distinguish between seismic signals and noise. The training set consisted of 374,000 earthquake 
records and 946,000 noise records of three channels[12]. In another study, Li et al. (2018) trained ML
algorithms to distinguish between earthquake P waves and local impulsive noise using a large 
dataset[11]. Furthermore, Linville et al. (2019) employed an RNN and a CNN for the purpose of 
identifying events as either quarry blasts or earthquakes[14]. Volcanic seismic detection has a similar 
purpose to EEW, namely to determine the danger levels of an event. In a study by Malfante et al. 
(2018) a total of 102 characteristics that were derived from the auditory and seismic fields[17], and 
the classes of long-period occurrences, volcanic tremors, volcano-tectonic occurrences, explosions, 
hybrid occurrences, and tornadoes were investigated. 

 A study by Mallat (2012) is one example of classifying earthquakes with restricted training 
samples, where a support vector machine (SVM) and wavelet scattering transform (WST) were 
employed[18]. The WST includes consists of a series of wavelet transforms, a module operator, and 
an averaging operator, which corresponds to the convolutional filters, nonlinear operator, and 
pooling operator in a CNN. The crucial discrepancy among the WST and a CNN is that in the WST,
the filters are preliminary designed using the wavelet transform. In this particular scenario, only 100
records were used for training, while 2000 records were used for testing. Using the WST method, a 
classification accuracy of 93% was achieved. The architecture of the WST algorithm is presented in
figure 3.
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1.2 Earthquake Applications

   Assessing earthquake location and magnitude is crucial in EEW and subterranean imaging. 
Contractual earthquake detection is based importantly on a velocity model which suffers from 
imprecise phase selection. 

  Zhang et al. (2020) utilised a CNN to locate seismic sources by obtained waveforms at multiple 
locations[19]. This methodology is a lot better for measuring small earthquakes (ML<3.0) with low 
SNRs compared to traditional methods. Figure 4, illustrates the prediction results, as well as the 
errors are locating the sources of the earthquakes. To train PhaseLink network, in a study, millions 
of synthetic sequences were created[20]. Seismological records from the same source into one set are 
involved classified by associated seismic phases. Zhang and Curtis (2020) utilized inference based 
on variation to perform earthquake tomography[21]. Using this method, both mean and variance are 
obtained as outputs. The connection between a strong earthquake and a post-seismic deformation 
was analyzed by Yamaga and Mitsui (2019)[22]. A small data set was obtained along the Global 
Navigation Satellite System (GNSS): with 153 training points and 38 testing points. An RNN was 
employed to investigate the corresponding relations, providing much more accurate results than 
traditional regression methods would have provided. Meanwhile, Rouet-Leduc et al. (2017) used a 
random forest model in order to predict earthquakes in a laboratory setting[23]. They used acoustic 
signal as inputs, and attempted to predict laboratory fault failures. By using this machine learning 
method, they were able to correctly identify a signal from the fault zone as what it was rather than 
mistake it for low-amplitude noise[4].
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Figure 3 (a) The WST architecture. WST outputs are bundled, as opposed to CNN ones, 

alongside the outputs of every layer. Subsequently, the WST outputs are used as 
characteristics of a classifier[4].
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   Additional uses include relationship analysis among a strong earthquake and post-seismic 
deformation[22], as well as correlating seismic phases, that includes bundling the phase picks on 
manifold stations connected to a single occurence[20].  

 PickNet has been suggested by Wang et al. (2019) to elect natural seismic arrivals in accordance 
with a deep residual network[24]. The chosen arrivals were employed for seismic tomography, of 
Japan's subterranean structure which was reconstructed. For arrival picking and polarity 
classification a CNN was trained by Ross et al. (2018)[8] using a training set of 19.4 million 
seismograms. They managed to get exceptionally high picking and classification accurecies as or 
even more accurate than what would have been obtained even by highly trained professionals. 
Furthermore, Zhao et al. (2019) suggested taking advantage of using a U-Net for P- and S-phase 
arrival picking to provide much better results than the STA and LTA methods would[6][7]. Finally, 
Zhou et al. (2019) developed a hybrid event detection and phase-picking algorithm with CNNs and 
RNNs[7].
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Figure 4 DL in locating earthquake sources. Black triangles represent stations. On the left, with blue dots, are shown 
the actual locations. On the right, with the red circles, are shown the predicted locations. The predicted epicenter 
error is represented by the radius of a circle[4].
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2 Machine Learning in Geophysics

  Machine learning, the last few years, is taking greater and greater part as a significant 
multidisciplinary tool which has shown improvement in various domains of science, such as 
biology[25], chemistry[26], medicine[27], and pharmacology[28]. ML is an area of computer science 
concerned with the development of algorithms that relies on the collection of examples of the 
phenomenon of interest. These examples can be occurred naturally, be artificial or man-made, be 
generated by another algorithm. ML is in general considered to be a subdomain of artificial 
intelligence (AI), the concept of which was first imported by Turing[29]. Instead of being specifically
programmed, a machine learning system is trained. It is given a great amount of cases that are 
pertinent to a task, and by identifying statistical patterns in these examples, it can develop rules to 
automate the task[30]. The main types of machine learning are supervised, unsupervised, semi-
supervised and reinforcement[31]. 

2.1 Machine Learning applications

  ML has strong roots in applied statistics, constructing computational models that use inference and
pattern recognition rather than explicit sets of rules. It is a method based on the given data and 
trains a model of regression or classification via a complex non linear system with adjustable 
parameters based on the training set. A combination of demands defines an ML model. 
Consequently, in ML are applied plenty of mathematical and statistical methods and concepts, 
considering Bayes’ rule[32], least-squares[33], and Markov models[34][35].  

   Figure 5 introduces a model-driven approach as well as a data-driven approach[3].
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Figure 5 A presentation of a data-driven and model-driven approach. The geophysics research areas, which 
span through the Earth's core beyond outer space, are shown on the left. The current observational methods 
are shown on the right. Instances of model-driven both data-driven approaches are shown in the middle. The 
principles underlying geophysical phenomena are inferred using model-driven approaches from a big 
number of observable data that relies on physical causation, and the models are then utilized to extrapolate 
past or contemporary geophysical occurrences. Without taking physical causality into account, the computer 
first introduces either a regression either classification model in data-driven approaches. Then, using the 
incoming datasets, this model will carry out tasks like categorization.[3].



Use of TensorFlow and Keras libraries for geophysical applications
   ML is the science area which uses algorithms to teach machines to make calculations and 
predictions as well as to take decisions, depending on their training. It is the way to process big data
that cannot be observed, to train a model and make predictions. There are different methods to train 
the model, based on the wanted application. In supervised learning, the model has a trainer who 
already knows the results of the incoming data, can correct the free parameters while training the 
model, thus optimizing the model. On the other hand there is the unsupervised learning, which is a 
competitive learning method, as the neural networks during the whole process of the training 
compete each other to see which one will bring up the best results. The main purpose of this method
is to create patterns based on the incoming data, instead of teaching it the relationships between 
incoming and outgoing data.  Unsupervised learning is mostly used in clustering problems. Finally, 
there is the reinforcement method, which has constant contact with its environment and does not 
require a supervisor or trainer. This method takes feedback from the environment during the 
training to learn either it is performing correctly or not. It then uses this feedback to correct itself. 
Reinforcement is mainly used on regression and dynamic problems[36][37][38].

  ML methods are used in different geophysical applications[45][46][47][48][49][50], such as earthquake 
detections[39], aftershock pattern analysis[40], and earth system analysis[41].

   As Bergen and colleagues (2019) state in their review of ML in geoscience, the key role of ML is 
to achieve a quick understanding of the intricately interconnected and multifaceted processes that 
shape the Earth’s behavior[42].

2.2 Machine Learning Tools

   The 2000s introduces a change in the existing tools up to that time, which actively contributes to 
the later increase in adoption and research, of shallow and deep machine learning research. 

   Private software such as MATLAB® with the Neural Networks Toolbox and Wolfram 
Mathematica, or independent university projects such as the Stuttgart Neural Network Simulator 
(SNNS), have been the primitive machine learning software. In general those tools were closed 
source and difficult or impossible to expand and could be hard to run because of restricted 
accompanying documents. Early open-source projects contain WEKA[43], a graphical user juncture 
to create ML and data mining tasks. Soon thereafter, LibSVM has been made available as 
complimentary open-source software (FOSS), which materializes support-vector machines 
effectively. It is still in use today in plenty other libraries, among others WEKA[44]. Torch is an ML 
library, published in 2002, with an emphasis on neural networks. PyTorch, a reapplication in the 
programming language Python, is one of the leading DL contexts at the moment of writing[45], 
although its original realization in the programming language Lua has been extincted[46]. The Python
libraries Theano and scikit-learn were released in 2007, flagrantly licensed[47][48]. Theano is a neural 
network library, a tool that was established at the Montreal Institute for Learning Algorithms 
(MILA) and stopped being developed in 2017 as a result of the availability of open-source deep 
learning frameworks by powerful industrial developers. Scikit-learn realizes various ML 
algorithms, involving SVMs, Random forests, and single-layer neural networks, in addition to 
utility functions such as cross validation, stratification, metrics, and train-test separation that are 
essential for the creation and assessment of strong ML models. By establishing a consolidated 
application programming interface, scikit-learn has formed the current ML software package (API).
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3 Deep Learning in Geophysics

   Deep learning (DL) is the multilayer computation on the models that classical ML cannot bring a 
result. It forms the -complex- neural networks[38][49]. There are three ways to develop a model, MLP, 
CNN and RNN. Multilayer Perceptron (MLP) is suitable for table data and it works with panda 
library. Convolutional Neural Network (CNN) is made for importing images. Recurrent Neural 
Network (RNN) is made to work with sequential data[50]. Additionally, DL aids the appraisal of 
earthquake locations as well as magnitudes based on signals from one individual station[51][52].  

3.1 Deep Learning applications

   DL lately has taken the attention of the geophysical community, due to its increasing possibilities,
as also the fact that it can predict with high accuracy the complex situations, in particular the 
method that has found widespread application is DNNs. With DL we get rid of the well known 
“curse of dimensionality” as it’s called. It mainly applies on geophysical research, as well on 
earthquakes and remote sensing. In addition, it can apply in atmospheric and space science, 
involving the earth structure and the water sources. The focus of the discussion primarily revolves 
around the future advancements in DL for unsupervised learning, transfer learning, multimodal DL, 
federated learning, uncertainty estimation, and active learning[3]. 

   As a powerful artificial intelligence method, DL is expected to uncover geophysical resources and
pass along expert knowledge using computer-aided mathematical algorithms. The use of DL as a 
tool for the vast majority of minutes geophysics is still in its babyhood, despite the fact that it has 
been successful in several geophysical applications, like seismic detectors or pickers. The principal 
issues comprise weak nonlinearity, low signal-to-noise, and insufficient training data. The absence 
of training samples for geophysical implementations compared to other industrial sectors is one of 
these obstacles. Several advanced DL techniques, like semi-supervised and unsupervised learning, 
transfer learning, multi-modal DL, federation learning, and active learning, have been suggested to 
solve this issue[3]. 

   DL's milestone accomplishment came after 2015, like VGGNet[53], ResNet[54], AlexNet[55], and 
AlphaGo in 2016. Because remote sensing is a common technique extensively employed in several 
fields, the initial admission of DL in geophysics-related topics in 2016 and 2017[56][57][58][59] focused 
on remote sensing. Further geophysical fields, such as exploration geophysics[60] and earthquake 
studies[61], began using DL in 2018 and 2019. 

   Complex networks like CNN, RNN, and GAN models were developed from plain FCNN 
methods. Regarding the training set, whilst newly work has begun to consider unsupervised 
learning[62] and combining DL with a physical model[63][64], early works employed computer vision-
based end-to-end training, where necessitates a lot of annotated labels. More tasks employing DL 
techniques in 2020 concentrated on uncertainty[51][65][66]. Further examples are given in Table 1. 
These tendencies indicate that more and more researchers attempt to develop DL methods 
particularly directed for geophysical jobs in order to make the methods very usable.
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3.1.1 Methods in Deep Learning

   A main problem nowadays is the huge quantity of data that need to get processed, while at the 
same time we want a high quality analysis of the earth[3].

  In figure 6 is presented the published papers that concern to AI in two important geophysical 
associations, which are the Society of Exploration Geophysics (SEG) and the American 
Geophysical Union (AGU). It is obvious that the application of DL approaches resulted in an 
exponential growth in both libraries. Additionally, DL has provided plenty amazing outcomes to the
geophysical community. A remarkable example, is on the Stanford Earthquake Data set (STEAD), 
the accuracy of earthquake detection is improved to 100% in contrast to 91%  that is provided by 
the traditional STA/LTA method[10][13]. DL makes it feasible to characterize the land with high 
analysis on a large scale[63][67][68]. At last, DL can also be used to discover physical concepts[69], such 
as the fact that the solar system is heliocentric.
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Table 1: Representative Instances of Literature that Extends Further than 
End-to-End Training and Uses Alternative Network Architectures[3].



Use of TensorFlow and Keras libraries for geophysical applications

ΠΑΔΑ, Τμήμα Η&ΗΜ, Διπλωματική Εργασία, ΜΑΡΙΑΝΘΗ ΑΔΑΜΟΠΟΥΛΟΥ-ΣΟΥΛΑΝΤΙΚΑ  26

Figure 6 Both (a) and (b) are statics papers that are associated to artificial intelligence (AI) that may be found in the 
SEG and AGU libraries, respectively. Geophysics refers to the SEG's premier journal in (a). SEG Expanded 
Abstracts of the SEG annual meeting are referred to as Expanded Abstracts. The papers created within the SEG 
digital repository are referred to as SEG Library papers. The names of AGU's top journals are represented in the first 
three heading in the legend, in (b). The AGU digital library papers are represented by the fourth caption in the 
legend[3].

Table 2: Examples of Data-Driven Tasks in 
Geophysics[3].
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3.2 Deep Neural Network Architectures

  A regression or classification model that is made up of layers of neurons that are comparable to a 
human's brain is called an Artificial Neural Network (ANN). If the ANN now has more than one 
layer, this creates a Deep Neural Network (DNN), which gives as result the known as called Deep 
Learning. DL is at the core of a new ML method development[70]. There are two main ways that a 
DL works, supervised and unsupervised, reliant on whether tags are available or not. For regression 
and classification tasks, the unsupervised approach trains the DNN by pairing the input and the 
labels, while for clustering and pattern recognition the unsupervised approach is more preferable as 
it updates the parameters by creating a compact inner representation. Furthermore, DL includes as 
well semi-supervised learning in which part of tags are available and reinforcement learning in 
which an environment designed feedback for DNN is provided by human-designed environment. 
Figure 7 briefly illustrates the relationship of AI to DL as also the classification of DL 
approximates. DL's performance even outperforms the human brain in certain works, like image 
classification (5.1% vs. 3.57% for top-5 classification errors, He et al.,2016) as well as the game 
GO[3].

   The training set, the network architectures and, the parameters optimization are the basic 
components of DL. DNN architectures differ depending on the application; In this section, are 
presented some of the most commonly used architectures.

3.2.1 Neural Networks

   The very first neural network machine was built by Minsky and shortly after it was followed by 
"Perceptron", a binary ruling barrier learner[71]. This decision has been calculated as below: 
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Figure 7 AI, ML, neural networks, and DL 
confinement relationships as well as the 
classification of deep learning methods[3].
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   It is describing a linear system where o is the output, a the linear activation of the input data c, i 
the index of the source and j target node, w the training weights, b the trainable bias and σ a binary 
activation function as it is illustrated in figure 8. 

   Particularly the activation function σ, since its inception, it has obtained great attention. A binary 
σ, during this time, turned into extraordinary and was substituted by nonlinear mathematical 
functions. Neural networks are usually trained by slope descent, thus, differentiable functions such 
as sigmoid or tanh, enabling the activation of any neuron in a neural network to be continuous as it 
is presented in figure 10. This notion is an extension by DL[72]. It involves combining multiple 
layers of neurons to form a neural network as it's shown in figure 9.

   These deep networks learn performances with manifold levels of ablation, and can be expressed in
conditions of the up coming level by using equation (1)
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Figure 9 Deep multilayer neural network as it is outlined in equation (2)[84].

Figure 8: A single layer neural network as it is outlined in equation (1). 2 xi inputs 
are multiplied by the wij weights and summarized with the bj bias. Finally, an 
activation funcition σ is implemented to get out the oj outputs[84].



Use of TensorFlow and Keras libraries for geophysical applications

  These structural elements of multilayer sigmoid activation neural networks are applied to seismic 
inversion by Roth and Tarantola[73]. With small training data, they achieve with success to invert 
low-noise and noise-free data. The authors point out that the approach is prone to error when the 
signal-to-noise ratio is low and when the noise sources are coherent. Other applications involve 
electromagnetic subsurface localization[74], magnetotelluric inversion via Hopfield neural 
networks[75], and geomechanical micro-fractures modeling in triaxial compression tests[76](Figure 
10).

3.2.2 Fully Connected Network

   As it is shown in Figure 11a, a fully connected network (FCNN) is an ANN which is consisted of 
fully linked layers, wherein one layer's inputs connect to each unit in the later layer. The weighting 
sum of the entries traverses a non-linear activation function f on a unity. The traditional DL f 
function, consisting of the sigmoid, tanh, and Rectified Linear Unit (ReLU) functions, is shown in 
figure 12a. The adaption and generalization capabilities of the model, are importantly affected by 
the amount of layers in a FCNN. Though, the reasons that FCNNs were limitated in few layers, is 
the calculation ability of hardware's availability, the vanishing both explosion gradient issue that can
be occured while the optimization is on, etc. ANNs are beginning to turn more deeply as the 
hardware both optimization algorithms advance. 

  On the other side, in case that raw data set is the direct input of the FCNN, it will be needed huge 
parameters, as each features is matched with each pixel, notably for high dimensional inputs. 
Features are essentially utilized to minimize the input layer's size, which reduces the number of 
parameters in the model. FCNN completely disregards the input's structural organization and relies 
solely on preselected features. Automated feature selection algorithms are suggested[77], however 
they demand a lot of computing resources. CNNs (Figure 11b) were recommended to allocate 
network’s parameters along convolutional filters, to minimize the amount of parameters in an 
FCNN as well to be taken into account the local consistency in an image.
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Figure 10 The red line stands for the sigmoid activation function and the blue line stands 
for derivate to train a multilayer neural network as it is outlined in equation (2)[84].



Use of TensorFlow and Keras libraries for geophysical applications

3.2.3 Deep Neural Networks

  For a decade, CNNs have been quickly developed for image partition as well as classification, led 
by VGGNet[53] and AlexNet[55]. They are also used in image denoising[78] and super-resolution 
tasks[79]. Instead of using selected features as an input set, a CNN uses original data, as well it uses 
convolutional filters to limit the inputs of a neural network to a local range. The convolutional 
filters are shared by various neurons in the same layer. Figure 12b illustrates, one convolutional 
layer, one nonlinear layer, one batch normalization layer, and one pooling layer make up a typical 
CNN block. The main elements who consist the CNN are convolutional layers and nonlinear layers.
The deterrence of gradient explosion and stabilize the training happens by the batch normalization 
layers. To extract principal features, pooling layers subsamples the input. The plainest CNNs are 
called as vanilla CNNs, that are CNNs with plain consecutive structures (like those that appear in a 
vanilla FCNN). Vanilla CNNs are trusted for the majority of the employments in geophysics, like 
denoising, interpolation, velocity modeling, and data interpretation, if there are available plenty 
training samples and labels. CNN is invariant by small changes in inputs due to pooling layers. The 
loss of information caused by pooling layers prevents CNN from characterizing the changes in the 
input. It is suggested to use capsule networks[80] to preserve invariance and characterize changes 
simultaneously. To be this accomplished, vectors are used in place of scalars as the inputs and 
outputs for the neurons. The likelihood that one entity existing is represented by the length of the 
vector. The vector's orientation represents the entity's parameters.

  Further DL network architectures based on vanilla FCNNs or CNNs have been suggested for 
specialized tasks. With the use of an encoder and a decoder, an autoencoder learns to rebuild the 
inputs with meaningful representations[81]. To map inputs to a latent space, the encoder uses non-
linear layers. The decoder decodes the latent features into the original data space using nonlinear 
layers. Autoencoders are trained in a self-supervised manner. Imposing additional constraints on the
network achieves the essential representation. For instance, undercomplete autoencoders restrict the
latent space's size to be less than that of the inputs, allowing the encoder to extract critical features.

The latent space is typically subjected to a sparse regularization by sparse autoencoders, which are 
typically overcomplete with a bigger latent space than the input space. By making the autoencoder 
sturdy to the input's fluctuations, denoising autoencoders or contractive autoencoders develop 
useful representations. Convolutional autoencoders, Figure 11c CAE, used in the encoder 
convolutional layers and in the decoder deconvolutional layers. 
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Figure 11 Deep neural network (DNN) sketches. The orange lines denote outputs, whereas the blue lines 
represent inputs. The data dimension is represented by the length of both the orange and blue lines. 
Intermedia connections are indicated by the green lines. (a) Εach unit on the layer after the first is connected 
to the inputs of the layer before it in a fully connected neural network (FCNN).. A nonlinear function of 
activation is denoted by the letter f. It is eliminated the layer specifics in (b-f) while maintaining the overall 
form of every network architecture. (b) Convolutional layers, pooling layers, nonlinear layers, and other 
layers are cascaded in a vanilla convolutional neural network (CNN). Depending on the convolutional strides 
used in CNN, the outputs of the convolutional layers can be equal to or less than the input. The size that the 
extracted characteristics have will be reduced by pooling layers. In either classification or regression tasks, 
the output frequently has the same either a lesser dimension in comparison to the input ((b) illustrates the 
latest situation). The discrepancy among both classification and regression employment lies in the outputs 
where in regression are variables that are continuous, whilst the latter are discrete variables that represent 
categorization. The dimension of the lurking attribute space at CAE is able to be greater or smaller compared 
to the dimension of the data space, (c) presents the latest situation. (d) In U-Net, skip connections are utilized 
to elevate low-level characteristics to a higher level. (e) A GAN uses lowdimensional random vectors to 
create a sample derived from the generator, which is subsequently rated either as true either as false from the 
discriminator. (f) The concealed state or output of an RNN is utilized as input over a cycle.[3].

Figure 12 Deep neural network (DNN) architectures' details. (a) Nonlinear 
layer activation functions. ReLU is often used because its gradient is 
simple to compute and can prevent gradient vanishing. (b) Illustration of a 
standard barriering convolutional neural network (CNN). The essential 
components of one CNN block are the convolutional layer and the ReLU 
layer (nonlinear layer). Gradient explosion can be avoided with the batch 
normalizing layer. By subsampling the input, the pooling layer can extract 
features[84].
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3.2.4 Recurrent Neural Network

 U-Nets[82], as shown in figure 11d, have U-shaped structures and skip connections. Low-level 
characteristics are brought to high levels by skip connections. U-Net had initially been suggested as 
a method for image departmentalization, but nowadays it has also been implemented for earthquake
data analysis, inverting, and interpreting. Because of the U-shape architecture of a shrinking aisle as
well as an extended aisle, every point of data on the output encompasses the whole information that 
was provided by the input, rendering the approach useful for photographing data in a variety of 
domains, such as inverting speed from seismic records. For a trained U-Net, it is necessary for the 
input quantity in the test set to match that of the training set. In case that, the size does not line up 
with the demand for U-Net, the data have the necessity to be processed patch-wisely. 

   In adversarial training, a GAN, figure 11e, can be used with one generator to generate a fake 
image or whatever different type of data and one discriminator to discriminate the generated ones 
from the real ones. The real data set and the generated data set are mapped to labels one and zero, 
while training the discriminator. In addition, all datasets are mapped to the label one, once the 
generator is trained. Such a game at last authorizes the network of generation to produce bogus 
images where the discerning network is incapacitated to discriminate between the real images. To 
create samples with distributions like those of the training set, a GAN is utilized. The samples 
produced are employed to expand the training set or simulate actual situations. CycleGAN is 
actually a GAN that has been extended; in addition, it's been suggested to feature a pair of 
generators and a pair of distinguishers to process signals.[83]. At CycleGAN, bi-directional 
cartography is trained to match a pair of datasets one into the other. Because CycleGAN's training 
set is not required to be paired like a vanilla CNN, it is quite simple to build training sets for 
geophysical applications.
    RNNs constitute the last sort of structure employed by geoscience.[84]. RNNs, figure 11f, are 
frequently utilized for tasks linked succedent data, wherein the history of the inputs that are feeding 
the neural network is engaging the present state of the network as a result of being dependent on 
them. Long short-term memory (LSTM)[85] is a widely used RNN that evaluates the amount of 
historical information that is remembered or lost. In comparison to the vanilla RNN, which has a 
vanishing gradient problem for long sequences, the principal advantage of LSTM is its ability to 
handle longer time periods of data. Consequently, the LSTM's inference accuracy improves as more
historical information is taken into account. Gated recurrent unit (GRU)[86] is an alternation of 
LSTM with a straightforward architecture. In contrast to LSTM, GRU has analogous performance 
with less parameters, so that is computationally low-cost. The use of RNN in geophysical 
applications is primarily concerned for predicting the next sample of a temporally or spatially 
sequential data set. RNNs are also used to model seismic wavefields or signals by simulating the 
time-dependent discrete partial differential equation[3].

  In order to take historical leverage into account, in RNNs, the input of one network arises from the
output of the previous process in time-sequenced data processing applications. RNNs are used to 
predict new outputs from a consecutive input, e.g. to be able to predict the next word in an input 
sentence. The amount of historical information which get into account, rises the prediction precision
of LSTM. RNNs are used to predict the upcoming sample of a time-sequenced or spatially-
sequenced data set in geophysical applications. Wavefield simulation based on a time-dependent 
network shape are also performed using RNNs[4].
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   LSTMs are able to resolve common problems by applying particular gates which normalize flow 
in an LSTM cell, i.e., input gate, forget gate, and output gate, illustrated in figure 13. The internal 
cell receives input values from the input gate. The forget gate replaces the existing state with a new 
one. Lastly, the output gate controls the direct contribution of the input value to the output value, as 
well as the cell's internal state. Furthermore, a peephole feature aids in training by acting as a 
shortcut among inputs and gates.

   A lot more particular architectures exist and are being developed which offer several benefits. For 
instance are Siamese networks for single shot image analysis[87], transformer networks which have 
greatly substituted LSTM and GRU in language modeling[88], or attention in DNNs as a general 
mechanism[89].

   In the field of geosciences, neural network architectures have been changed and implemented to 
various problems. Some data types found in each geoscience discipline, make each architecture type
especially well-suited. Yet, the adoption of ML tools and implementations have speeded up in areas
where data exists in a machine-readable format. For instance, Ross, Meier, and Hauksson (2018) 
successfully implemented CNN for seismic phase detection and relied on a expanded catalog of 
hand-selected data[90], thus generalizing the work[91]. It is important to note that synthetic data, or 
data that is especially sampled, can import an implied bias into the network[92][93]. Yet, the blackbox 
quality of ML models, in particular, makes them adaptable and strong tools that have been used in 
every subsector of geosciences[84].

3.3 The Theory behind Deep Learning 

   Physical model-driven procedures generate an optimization objective loss function with a further 
restriction. Given a large training set, a pairing among x and y is created by training in data-driven 
routines, that is particularly useful in circumstances when L is not exactly known. 
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Figure 13 LSTM architecture schematic. The hidden state both cell 
state are processed with the input data. By implementing an input, 
forget, and output gate, the LSTM avoids the exploding gradient 
issue.[84].
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   Italic letters present scalars, bold lower case letters show vectors and bold upper case letters, 
matrices. In geophysics, a large amount of regression or classification tasks can be decreased to 

                                   y=Lx                                                       (3)

where x represents the unknown parameters, y represents the partial known observation and L is an 
onward or depraved operator in the observation of geophysical data, like contamination or 
subsampling, or physical response. Though, it’s common L to be ill-condioned or not invertible, or 
even unknown. The inverse of L is pricipally accomplished by two ways: physical model-driven 
and data driven.

   Geophysical issues are handled by DL as classification or regression issues. Using a DNN F, we 
can approximate x from y,

                                               x   F   y;Θ                                                (4)

where Θ denotes the DNN parameter set. x is a one-hot encoded vector that represents the 
categories in classification tasks. Θ is received by constructing a high-dimension approximation 
among two sets X={xi, i=1...N} and Y={yi, i=1...N},i.e. the labels and inputs. The approach is 
accomplished by minimizing the subsequent loss function to attain an optimized Θ:

                E(Θ;Χ,Υ)=                         (5)

An approach based on the gradient is possible to be employed to enhance Θ, only if F is the 

differential. Yet, while the  is calculated, a large Jacobi matrix is included, something that 
makes it unattainable for large-scale datasets. To avoid the calculation of the Jacobian matrix and to 

calculate , a back-propagation method is recommended[94]. In unsupervised learning, the label 
x is unknown, necessitating the use of extra restrictions, such as making x and y identical.

   With enough hidden neurons, any complex function can be represented using an ANN having one 
hidden layer as well with nonlinear operators. There is the necessity to be an extensive training set 
for the adaption of an ANN with plenty hidden neurons. In figure 14 is presented the hierarchical 
structures of filter in DL.

   On the one hand, DL can be thought of as an ultra-high dimensional nonlinear mapping from data 
space to feature space or target space, where the nonlinear mapping is represented by a DNN. As a 
result, DL is fundamentally a high-dimensional nonlinear optimization issue. On the other hand, 
RNNs are essentially a solution of the usual differential equation by the Euler method[95]. Since the 
major goals of a generative adversarial network[96][97] (GAN) are manifold learning and probability 
allotment transformation, which is, transformation among the provided white noise and the data 
allotment[98], the theory of optimal transportation can also be construed by a GAN. RNNs and GANs
are two particular DNNs.
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3.4 Deep Neural Network Applications 

   The last years, it has been an important issue the joint inversion of data from various sources, for 
improving the resolution of inversion[99]. The ability to fuse information from multiple inputs is one 
of the benefits of DNNs. Insertion of seismic and gravity elements is derived from various sources
[100][101]. Gathering data from various sources may alleviate the issue of a limited number of training 
samples. Furthermore, the quality and reliability of DL methods can be improved by using 
multimodal data sets[68].

  The most instant way to apply DL to geophysics, is to transfer geophysical works to computer 
vision operations like denoising or classification. Though, in some geophysical implementations, 
the features of geophysical workloads or data differ from those associated with computer vision. 
Geophysics, for instance, has high-dimensional as well as large-scale data with less-commented 
labels.

   Typically, it is need to train a DNN for a certain dataset and a certain project. For instance, a 
DNN may be efficient at processing land data however inefficient at processing marinetime data, as 
also a DNN might be efficient at fault detection still inefficient at facies classification. For 
increasing the potential for reuse of a trained network across various datasets or applications, it is 
suggested transfer learning[102]. The well known fine tuning process, is when in transfer learning 
with different datasets, the optimized parameters for one data set can be used as initialization values
for learning a new network with another data set. Instead of starting from the ground up to train a 
network using haphazardly initiated weights, fine-tuning is usually much faster and easier. In the 
case of cross-task transfer learning, our consideration is that the extracted characteristics should be 
the identical in several tasks. This decreases training time by copying first layers of a trained model 
into a new model for a different task. An extra advantage of transfer learning is the ability to 
quickly apply the learned characteristics to new tasks and datasets using a small amount of training 
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Figure 14 The DL learned characteristics. (a) Samples of training. (b) Nine 
of the learnt filters are displayed in each layer. In various strata, numerous 
hierarchical structures can be seen. Edge structures are displayed in layer 1, 
small structures of earthquake occurences are displayed in layer 2, and a  
small segments of seismic section are displayed in layer 3. The boundary 
impact of the convolutional filter may be the reason, layer 2 and layer 3 
filters are blank at edges. Larger seismic parts are included in Layer 4, 
which are approximations of the training data. DNN attempts to understand 
the similar both hierarchical patterns that constitute the data, which makes 
the filters that are used by the 4th layer, to seem to be more alike to one 
another than the datasets used for training[3].
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samples. Figure 15 illustrates this pair of transfer learning approaches.. Other issues in transfer 
learning are how characteristics can be transferred across tasks and datasets[103][104]. 
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Figure 15 Transfer learning diagrams. (a) Transfer learning among several data sets. One trained model's parameters 
might be used as initialization conditions for another model. (b) Transfer learning to various duties. A trained model's
primary layers can be replicated in a different model.[3].
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4 Earthquakes

   Earthquakes are ground motions under a period of time, during which Fourier shows that these 

motions consist of a series of frequencies, and that they bring their own phase and amplitude[105].

  Seismology investigates earthquakes and elastic waves, but it is also much more than that[106]. 
Seismology is a very useful tool to humans. With the years this field has met a big increase in 
popularity. Seismometers can detect and measure massive data even for events that are happening 
many kilometers away from the source. This means that we can have measures and data from rough
places and about events that can be dangerous and risky for people’s lives, such as earthquakes, 
rock falls, and rock avalanches, etc in mountainous areas, and be able to analyze them[107]. 

4.1 Detection of Earthquake

   The initial uses of ML for earthquake detection concentrated on distinguishing the spectra of 
seismic waveforms caused by earthquakes from those caused by explosions[108][109]. These 
resolutions led the way in the use of neural networks to detect characteristic seismic signatures of 
earthquakes. They were shortly joined by studies on the identification of earthquakes from seismic 
signals and their distinction from noise. Wang and Teng[110],in 1995, discovered that neural 
networks trained with Landers earthquake aftershock data exceeded the findings of a traditional 
threshold classification strategy, STA/LTA. Similar findings were found by Tiira[111] in 1999, who 
analyzed Finnish remote sensing data and mentioned that a neural network approach could be 
enhanced by 25% on the training catalog.

   All the aforementioned studies used shallow forward neural networks (except Tiira[111], who used 
a bit more complex plain recurrent networks). They were trained with few instances using hand-
built characteristics, either waveform spectra, or STA/LTA functions, or both, anywhere from a few
dozen to a few hundred. 

   The majority of the studies listed below are based on the same instruments, as well as relatively 
small amounts of datasets, with examples ranging from 100 to 1000[112][113][114][115]. Nevertheless, The 
bulk of these investigations also embedded ML techniques other than feed-forward networks, such 
as support vector machines (SVMs) [112][115], random forests[114], or logistic regressions[114], which 
were discovered to consistently beat the basic perceptron[116] models. By using either hidden 
Markov models [117] or dynamic Bayesian networks[118],  probabilistic graphical models (except for 
feed-forward networks), have been under investigation as a parallel algorithmic approach to detect 
seismicity. These approaches offer the additional benefit of associating a true Bayesian measure of 
uncertainty with each detection, which can be used to assist in the filtering out of false positives. In 
both studies, the authors note that there were many false detections generated by their algorithms, 
but the uncertainty of these false detections were well above the uncertainty associated with real 
seismic events. Research has also been conducted on unsupervised algorithms that rely on the 
similarity of regrouping event waveforms[119][120][121].

   Lately, researchers have started to train models on bigger datasets[122] [123][124][125], which allows the 
use of more complicated neural network architectures and automatic attribution extraction. 
Mousavi[123] trained a residual network built on convolutional and recurrent units employing a 
database of 250,000 earthquakes and 250,000 noise samples in California. It is remarkable that 
when they attempted to extend their model from California to Arkansas, the model generated a 
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greater proportion of false positives, implying that complicated models developed on huge 
databases may struggle to apply to other places.

   As it is illustrated in figure 16, in total the literature analysis presents that ML algorithms in 
earthquake detection definitely outperforms a standard STA/LTA approach, especially because of 
the lower false positives rates. Less clear is the comparison with the algorithms of template 
matching. A few clear benefits of ML earthquake detection over template matching include (a) 
faster computational time (after training the model), and (b) the ability to detect events not present 
in the template list (depending on how well the model is generalized). ML algorithms, on the other 
hand, may produce more false positives than template matching. Further advancements of Bayesian 
deep networks trained on big datasets to connect obvious uncertainty to every detection, such as that
described by Gu, Marzouk, and Toksoz[126], would be a straightforward improvement over the 
current state of the art.

   It is especially interesting to compare template matching with CNN detection. Template matching
is efficiently a single 1D convolutional layer employing a kernel of known weights for every 
template, since convolutional layers execute a cross-correlation functionality. On the contrary, 
because the pooling processes modify the resolution of the filtered input waveform across the 
convolutional layers of a neural network, manifold smaller templates at various analyses are 
learned.

   Another interesting contrast is the generalization of earthquake detection methods. STA/LTA 
algorithms are apparently simple to generalize to different areas and/or seismic stations, but they 
tend to produce a significant number of false positives. Template matching algorithms, on the other 
hand, don't transfer well and can only detect occurrences for which templates have been identified 
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Figure 16 Comparison of crosscorrelation, STA/LTA, and neural network detection (DED) on semi-synthetic data 
at various signal-to-noise ratios. By Mousavi, S. M., Zhu, W., Sheng, Y., & Beroza, G. C[13]  [127].
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by analysts. Because of its ability to learn templates and identify events that differ from those 
comprised in training, ML algorithms are promising for developing robust models that generalize. 
But, models that generalize well to aerias out of the training domain do not appear to be part of 
today's technology. This is tricky because it prevents such models from being used to analyze 
regions of interest with poor instrumentation or where few events have been cataloged. Enhancing 
the generalization of these models may be a possible domain of future research.[127]

4.2 Denoising methods 
   Earthquake data is infected with several kinds of noise, including random background noise, high-
energy ground rolls traveling between the surface that cover-up useful signals, and manifold 
reflections among interfaces. Evacuating noise and ameliorating the SNR concerning signals is a 
long term issue in exploration geophysics. Traditional methods denoise some types of noise by 
parsing the respective features, using hand-crafted filters or regularization[128]. However, homemade 
filters fail when both noise and signals are located in the same attribute space. When used for 
seismic denoising, feature selection is evaded by DL methods. For instance, by learning a nonlinear 
regression, the U-Net-based Deep Denoiser can distinguish signals from noise[129]. Furthermore, 
with DnCNN[78], also known as CNN for denoising, the exact same design may be used for a trio of 
kinds of earthquake noise. It accomplishes a high SNR[130]  as long as a counterpart training set is 
manufactured. But the journey is far from over. The capacity of a DNN to generalize to field data is 
poor when trained on synthetic data. Transfer learning[102] can be used to denoise the field data to 
make the network reusable. Sometimes it is hard to receive the labels of the clean data, so a feasible
option is the utilization of manifold tests with white noise created by users to resemble actual white 
noise[131].  

   Figure 17 presents an example of scattered ground roll attenuation[130]. Scattered ground roll is 
primarily noticed in desert regions and is due to the scattering of ground roll caused by lateral 
variations in the near-surface properties. Scattering is hard to eliminate due to occupancy of the  
frequency domain as reflected waveforms. Scattered ground roll was successfully removed using 
DnCNN.
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4.2.1 Deep Learning Methods 

   Traditional methods such as tomography and full waveform inversion (FWI) suffer from various 
bottlenecks, making seismic imaging a tough issue. This happens because of the curse of 
dimensionality that makes imaging time-consuming, as also to choose the suitable velocities, 
imaging cites keen on human interaction and at last because the data that were recorded lack low-
frequency energy; nonlinear optimization demands good initialization or low-frequency 
information.

   Seismic geophones are generally erratically spaced or not dense enough for Nyquist sampling 
because of environmental or economic restrictions. To improve inversion resolution, it is needed to 
rebuild or regularize the seismic measurements to a compact and standard grid[3]..

   To start with, recorded data are used as inputs and velocity models are used as outputs in end-to-
end DL-based imaging approaches. This provides a distinct imaging methodology. DL methods 
dodge these limitations and provide a next-generation imaging technique. Initial trials of DL in 
staking[132], tomography[60] and FWI[133] present hopeful results on synthetic 2D data. A major issue 
lies in the fact that inputs are in data space and outputs are in model space, and this dual output 
result is accompanied by high dimension parameters. The U-Net is employed for deportation from 
various dimensional fields, while the down-sample is used to decrease the parameters while training
the DNN. Figure 18 presents the results obtained by inverting the velocity[133]..
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Figure 17 Scattered Ground Roll attenuation DL. The original noisy data set is shown on the left. 
The denoised dataset is shown on the right. The scattered ground roll is dislodged, as the red 
arrows indicate[3].
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   Though, there are also drawbacks to end-to-end DL imaging, like the absence of training samples 
and the limited sizes of the input data due to memory restrictions. One interesting paper generated a 
great number of models to build the training set by using smoothed natural images as velocity 
models. An example of transforming a color image with three-channels based on a velocity profile 
is shown in figure 19[134].
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Figure 19 Conversion of a 3-channel color image to a velocity pattern[134]. (a-c) source image colored, corresponding 
velocity model, and the grayscale version of the image. (d) is an earthquake dataset made up of a cross-well structure 
on (c)[3].

Figure 18 Using U-Net to forecast the velocity model from unprocessed seismic measurement 
(Yang & Ma, 2019). Several velocity profiles are shown in the columns [133]. The seismic records 
produced from a single shot, the anticipated velocity models, both the ground truth velocity 
models are displayed in order from top to bottom[3].
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   In order to make DL-based imaging implementable to large data sets, more work is targeted in 
coworking with traditional methods and solving one of the bottlenecks mentioneed above, like the 
extrapolation of the frequency range of seismic data from high to low frequencies for FWI[135][136], 
and the addendum of restrictions to FWI[137].. In order to assuage the "curse of dimensionality" of 
the total amelioration in FWI, CAE is employed to decrease FWI's dimension based on ameliorating
in lurking space.[138]. Another endeavor is concerned with forward modeling's high computing 
expenses when using the higher order finite discrepancy approach. GAN is deployed to generate 
high precision wavefields from low precision wavefields with low order finite discrepancy in the 
context of surface related propagators, ghosts and dispersion[139]. Figure 20 illustrates the fact that 
U-Net can be used for velocity sampling within stacks[140]. The input consists of seismological data 
while the output presents the constant value of one (1) when a seismic event is detected. All other 
cases of non-seismic events are represented by the constant zero (0). 

   Alternatively the FWI algorithm is able to be replaced by an RNN loss function. The RNN 
architecture resembles a finite discrepancy in time progress alongside parameters of the network 
according to the chosen speed model. The optimization of an RNN is hence tantamount to the 
optimization of an FWI[141]. The concurrent inversion of velocity and density is an expansion of 
such a strategy. Figure 21 illustrates the structure of an amended RNN. It is based on the acoustic 
wave equation[142]. The chart is a flow chart of the discrimination of the wave equation in an RNN. 
Instead of using a gradient-descent-based approach, the ameliorated approach at FWI still has the 
possibility of being taught to a DNN and understood by it[143]. In an effort to adequately take into 
consideration the gradient's historical records based upon an RNN instead of hand-crafted 
directions, an ML-descent method is suggested.
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Figure 20  U-Net based velocity picking[140]. Seismological data are 
the inputs, on the left. The picking positions at the right represent the
outputs. AP stands for approximate root mean square velocity. The 
expected velocity for the regression as well as the classification 
network is represented, accordingly, by PD_REG and PD_CLS.[3].
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4.2.2 Seismic Interpretation 

   To excerpt subsurface geologic information and locate subsurface sweet spots, seismological 
interpretation (faults, strata, dips, etc.) or feature examination (impedance, frequency, facies, etc.) 
can be used. Though, both tasks demand expert intervention which makes them time-consuming. 
Initially, work indicates that DL appears to have the capacity to enhance the effectiveness and 
precision of seismological meaning and feature examination.

   In the field of seismic interpretation, the process of identifying the position and characteristics of 
faults, layers, and dips can be likened to item tracing in computer vision. Accordingly, DNNs for 
imaging could be immediately implemented for seismological interpretation. Yet, obtaining a public
training set or hand-crafted building a training set for domain data is hard, in contrast in the 
computer vision sector. It is more effective and can generate analogous results to produce realistic 
synthetic datasets instead of manual field datasets. In order to create a reasonably realistic 3D 
training data set, it is necessary to randomly select folding and faulting parameters within a 
reasonable range[144].. Subsequently, the dataset is utilized to train a 3D U-Net model, enabling the 
interpretation of seismic structural features such as faults, strata, and dips within datasets specific to
the field. For small percentages of tracked objects, a class-balanced binary cross-entropy loss 
function is employed to ensure that the network does not solely predict zeros[145]. A different 
solution to an artificial training set is a semi-automated method where it annotates targets at an 
unrefined scale and projects them on a thine scale[146].. Figure 22 presents an instance of artificial 
post-stack image and region fault examination[144].
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Figure 21 Changed RNN based on the equation of the acoustic wave to model waves[142]. The diagram is a 
representation of the discretization of the wave equation in an RNN. To effectively optimize velocity and density, the 
auto-differential mechanics of a DNN is used[3].
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  Attribute analysis is alike to image classification. The input is a seismic image, and the output is 
areas labeled with different features. Consequently, seismic attribute analysis can immediately 
apply DNNs for image classification[147][148][149]. A DNN can work in a cascaded manner if the 
features cannot be calculated immediately from the seismic data[150]. If labels are not provided, 
characteristics extraction is done using CAE, and unsupervised clustering is done using a method 
like K-means[62][151][152]. Unsupervised grouping of comparable features is mentioned to as clustering.
For instance, it can be used for clustering to resolve if a region has river facies or faulting based on 
stacked segments. For optimal attribute extraction, CAE and K-means can be optimized 
concurrently[61]. A 1D CycleGAN-based impedance inversion method was suggested for the 
moderation of the reliance of vanilla CNNs on the number of specified earthquake data 
obtainable[153]. No pairing of training sets was demanded for the CycleGAN. Only two sets, one 
with high fidelity and one without, were demanded. An RNN is used in the facies analysis to take 
into account spatial continuity and resemblance between neighboring traces.[154].

4.2.3 First Arrival

First-arrival picking is utilized to choose the initial jumps of helpful signals. This process is fully 
automated. However, it requires strong hands-on involvement to validate selections, including 
important static corrections, low energy, low signal-to-noise ratios, and dramatic phase changes. 
Using realistic seismic data, DL assists in improving the automation and precision of first-arriving 
picks. One can naturally transform first arrival picking into a classification issue by regulating the 
first arrival to one and other places to zero when using DL[155]. Though, a regulation like this may 
have the effect of unbalancing the labels.  An intriguing approach is to face the picking of the first 
arrival as an image classification issue, where everything in front of the first arrival is set to zero, 
and everything in the positions after the first arrival is set to one[146]. For noisy statements and scope 
data sets, this method works well. An extensively sophisticated picking method, as an RNN, could 
be used to benefit from the general information after the compartmentalization image is 
received[156]. 

4.3 Seismology through Deep Learning

   Seisbench is an open source python toolbox for ML in seismology. This allows to analyze and 
modelize earthquake data automatically and take the outcomes we are looking for, without the need 
of us to arrange anything manually every time or giving wrong parameters[157]. The python libraries 
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Figure 22 (a)A representation of post-stack dataset. (b) The outcome of (a)'s fault prediction. (c)  present a synthetic 
dataset [144].
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Keras and TensorFlow provide many features to make this work easier for the user. Seisbench has 
already pretrained, mostly in PyTorch, six deep learning models that each of them has a certain task 
that will be more discussed forward. 

   An application of deep learning is presented in the subsequent example. Due to the independent 
samples in the classification data set, plain, densely joint feed-forward networks are employed. A 
CNN should ideally be fed image data or spatially linked datasets, whereas time series are 
frequently best handled by RNN. The TensorFlow library was used in the creation of this example.

   All contemporary DL libraries use a modular approach to DNN construction, abstracting 
operations into layers. These layers can be bundled in extremely versatile and adaptable ways into 
input and output configurations. Below is realized the plainest architecture, is a sequential model, 
that is composed of one layer of input and one of output, along a "stack" of layers. In order to create
very sophisticated neural network pipelines, it is feasible to establish increasingly complex models 
with numerous inputs and outputs as also layer branching. These kind of models are known as 
function API and sub-classing API, though they are not needed for this section. The model of the 
example is composed of Dense layers and a Dropout layer, that are sequentially ordered. As it 
appears in the following example, densely bonded layers comprise a determined amount of neurons 
with the proper activation function. Any neuron executes the calculation that it is described in the 
equation (1), where σ designate the activation. Sigmoid and tanh activations are infrequently 
applied in modern neural networks. Their activation characteristic led to a loss of information for 
great positive and negative values of the input, commonly referred to as saturation [158]. This 
saturation of neurons deters good attribution of DNNs until a new nonlinear activation function is 
substituted[159]. Because of their non-saturating qualities, the rectified linear unit (ReLU) is widely 
recognized as aiding the construction of very large DNNs.[160]. As it is shown in both figure 23 and 
equation 6, it zeroes all negative values and gives a linear response for positive values. Since it 
began, a large number of other rectifiers with different qualities have been imported.

                                

                        σ(a)=max(0,a)                              (6)

The "softmax" function on the output layer is the other activation function utilized in the example. 
Because it normalizes all the activations on all the outputs to a single one, this activation is widely 
employed for classification tasks. It accomplishes this by implementing the exponential function to 
each of the class C outputs and dividing the result by the sum of all exponentials:
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Figure 23 Effective gradient calculation using ReLU activation, which is 
represented by red and derivative which is represented by blue.[84]
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                                     (7)

In addition, the example employs a Dropout layer, which is a common layer used for network 
regularization by putting randomly a particular proportion of nodes to zero for each repetition. 
Neural networks are specifically vulnerable to over-fitting, which can be mitigated by a variety of 
regularization approaches, including input data augmentation, noise injection, L1 and L2 
limitations, or early-stopping of the training loop[161]. Yet, noisy student-teacher networks can be 
exploited for regularization by modern DL systems[162]. 

   These sequential models, additionally are employing for simple image classification models using
CNNs. Conversely of dense layers, these are constructed with convolutional layers, which are 
readily available in 1D, 2D and 3D as Conv1D, Conv2D and Conv3D accordingly. For the n m-
dimensional image G, a two-dimensional CNN learns a so-called filter f, represented as:

which leads to the central outcome G* about the central coordinate c. Each layer in CNNs learns 
multiple of these filters f, which are frequently followed by a down-sampling procedure in n and m 
to condense the spatial information. This is used as a coercion function in succeeding convolutional 
layers to acquire more and more abstract representations as it is illustrated in figure 25.
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Figure 24 Dropout layer[84].



Use of TensorFlow and Keras libraries for geophysical applications

   This sequencial example model of densely joint layers with a solely input, 32, 16, and 2 neurons 
comprises altogether 754 trainable weights. Each of these weights are first assigned to a value that 
is pseudo-random and frequently selected from a distribution that facilitates quick training. In order 
to compare the outcome to the predicted values numerically, the data are sent across the network. 
This kind of training is stipulated as supervised training and error-correcting learning, where is a 
kind of Hebbian learning. Different forms of learning that exist and are used in ML, is for instance 
competitive learning in self-organizing maps.

                                                   MAE = |yj – oj|                              (9)  

                                                   MSE = (yj – oj)2                          (10) 

   Usually, in regression issues, the errors are calculated by using the mean absolute error (MAE) or 
the mean squared error (MSE), of L1 is presented in the equation (9) and L2 is norm is presents in 
the equation (10), accordingly. Classification issues are a specific type of problem that can exploit a
different type of loss called cross-entropy (CE). The cross-entropy depends on the real label y and 
the prediction in the output layer.

ΠΑΔΑ, Τμήμα Η&ΗΜ, Διπλωματική Εργασία, ΜΑΡΙΑΝΘΗ ΑΔΑΜΟΠΟΥΛΟΥ-ΣΟΥΛΑΝΤΙΚΑ  47

Figure 25 Convolutional network of three layers. Yellow presents the input image that 
is convolved with different firlters or kernel matrices, that are represented by purple. 
Usually, the convolution is employed to downsample an image in the spatial 
dimension, whilst the dimension of the filter response gets extensed at the same time, 
so the "thickness" in the schematic it gets extensed too. The ML optimization loop 
learns the filters. The communal weights inside a filter ameliorate the performance of 
the network compared to a classic dense networks[84].
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                                                                (11)

   Several ML data set have a single true label ytrue=1 for a class Cj=true letting the rest yj=0. This 
renders the total of all labels obsolete. Although it is arguable how much binary labels resemble 
reality, it simplifies equation (11) to minimizing the (negative) logarithm of neural network output, 
as well known as negative log-likelihood:

                                                       CE = -log(oj)                            (12)

   In technical terms, the data is a binary classification issue, which allows us to use the sigmoid 
activation function in the final layer to optimize a binary CE. This can expedite the computation, 
however this example is a demonstration of an approach that can be used for several different 
problems and is therefore applicable to the reader data.

   The training of big neural networks can be excessively pricey with important developments in 
2019/2020 reference to language models with billions of parameters (Google, OpenAI) trained for 
weeks on massive hardware infrastructure with a solely epoch taking many hours. This requires a 
validation of the unsightable data at the end of each epoch of the training run. As a result, neural 
networks, like all ML models, are typically trained with two sets of holdouts, a validation set and a 
final test set. The validation set can be given or it can be specified as a propotion of the training 
data, as it is following presented. In the instance, the training data set is decreased from 3750 to 
3375 sole samples by holding 10% of the training data for validation later each epoch.

   Stochastic gradient descent (SGD), an incremental edition of the conventional steepest descent 
algorithm, is used to train neural networks. It is employed the Adam optimizer, a fast-convergent 
SGD variation, but a thorough discussion is not needed as it would be long and not necessary. In 
essence, Adam's optimization keeps a per-parameter learning pace of its first statistical moment 
(average). This is advantageous for sparse problems. The second moment (uncentered variance) is 
advantageous for noisy and nonstationary problems[163]. 

SGD with Nesterov impetus[164] is an optimization technique that simulates conjugate slope methods
(CG) without requiring the excessive and complicated computations that are required for the search 
in CG. It is also the primary alternative to Adam. The problem with SGD is that converges in a 
greatly slower rate than Adam, while unofficially it finds a better optimum spot for neural networks.

   Except of the loss value, it is presented also the accuracy metric. Accuracy provides a reasonable 
primary assessment of the number of samples that are correctly predicted with a rate amid zero and 
one, although it should not be the sole determinant of model attribution. DL models, unlike scikit-
learn, are compiled after they are defined in order to be optimized on the available hardware. 
Thereafter, the neural network can be adapted, using the X_train and y_train data, just as the SVM 
and random forest models previously.
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Figure 26 Neural Network[84].
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   Moreover, a number of epochs can be specified for execution, as also other parameters that are 
default for the example. The number of epochs determines how many optimization cycles are 
conducted on the entire training data set. Traditional training of neural networks should always have
more epochs than ML researchers originally appraisal. It can be tricky to determine in neural 
networks, all the sources of randomness and stochasticity, for research and examples to be 
reproducible. This example does not determine these so-called random seeds, because it would 
detract from the example. That entails that the outcome for the loss and accuracy will vary from the 
printed examples. Seed fixation is very significant in research to ensure reproducibility. 
Furthermore, statistical resolution of manifold fixed seeds is a great practice for referring outcomes 
in any ML model to avert bad practices or the so-called lucky seeds.

  

   In the previous example, the SVM and random forest classifier were evaluated on unsight data. 
This is equitably significant for neural networks. Overfitting is a problem with neural networks, 
which it is aimed to be avoided by regularizing the weights and assessing the finished network on 
an unsight test set. The prediction on the test set is highly close to the latest epoch in the training 
loop, which is a great sign that this neural network generalizes to previously unsight data. Also, in 
figure 28 the loss curves don't converge very quickly as they converge. Though, it appears that if 
the training was continuing the network would overfit. In figure 29, the model decision boundary 
models too closely the local distribution of the data, which applies to the whole decision volume
[165].

   These examples are presenting the open-source revolution in ML software. Implementing several 
ML algorithms to scientific data looks trite with the consolidated API and utilities. This is 
evidenced by the recent explosion of applied geoscience ML publications. The ability to simply 
install a package and call model.fit(X, y) has replaced the necessity to implement algorithms. To 
assure valid, reproducible, and scientific results, these evolutions demand rigorous validation of 
models. Without this attentive validation, these contemporary tools can outcome in serious 
misinterpretation of results and, in fact, erroneous conclusions.

   On the whole, today's neural networks profit from the evolution of nonsaturating, nonlinear 
activation functions. To speed up the training of DNNs, developments in stochastic slope descent 
with Nesterov impetus and the Adam optimizer (after AdaGrad and RMSProp) were indispensable. 
Training times are further decreased by taking advantage of the graphics hardware accessible on 
most high end desktop computers, which is niche for linear algebra computations. Finally, shallow 
and deep ML have become accessible to those who are not experts through open source software 
that is well-preserved, tested, and factualed with a consistent API.
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Figure 27  An example of model evaluation[84].
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4.3.1 Earthquake Deep Learning Models

   TensorFlow is an open source AI framework and Python library by Google, its main functions are
complex and multi layers computations. It is designed for research and product build out, its 
operation adopts the data flow graph method, a method that is demonstrated by mathematical 
reckonings. TensorFlow supports Keras library for machine-deep learning purposes. Nowadays is 
mostly used the tf.keras API, interface (tf for TensorFlow), an integrated version of the initial one. 
It provides a flexible architecture that it allows to run and carry out calculations on one or more 
CPUs or GPUs with only a single API[50][166].

    Keras is a Python deep learning library, which acts on TensorFlow framework as an interface[49]

[50]. It depends on NumPy, Pandas, Scikit-learn, Matplotlib, SciPy and Seaborn libraries[167].
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Figure 28 Instance neural network accuracy and loss upon 10 random initializations. Training for 100 epochs while 
displaying the confidence intervals of 95% both the loss and metric within the shaded area. It's crucial to analyze loss 
curves in order to assess overfitting. Overfitting is indicated by the training loss falling while the validation loss is 
almost at a plateau. In general, it is clear that the model has converged and is only showing slight improvements while
running the risk of overfitting.[84].

Figure 29 Central 2D intersection of the decision limit of a DNN trained on data containing three informative 
characteristics. The 3D volume is accessible in Dramsch [165].[84]
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   BasicPhaseAE, DPP, GPD and PhaseNet models are ideally for phase picking, CRED works well 
for Earthquake Detection, while EQTransformer is perfect for Earthquake detection and phase 
picking. So depending on the application that is needed to be completed every time, there are 
different pretrained models, so it is not necessary to build a new model from the scratch, if this is 
not the case. 

   EQTrnsformation, it already exists in seisbench in TensorFlow and Keras libraries except of 
Pytorch as are the other models.

   Some of the main issues with which ML helps seismology is in earthquake phase identification, in
earthquake detection, as also in magnitude estimation and in EEW[157][168].

4.3.1.1 SeisBench’s Models

The models that SeisBench's primary implementation used are mentioned beneath. For a more 
thorough explanation consult the reference section[169]:

 BasicPhaseAE[170], essential CNN UNet, was first applied to a regional aftershock sequence 
in Chile.

 CRED[171], a CNN-RNN Earthquake Detector, was trained on 500,000 training signals and 
noise examples from Northern California.

 DPP[172], DeepPhasePick, is a combination of a CNN for the detecting phase and two RNNs 
for determining onset time. The networks are designed for local event detection and picking,
similarly to BasicPhaseAE and its first application on a regional seismic network in Chile.

 EQT[171], EarthQuake Transformer, an Attention-based Transformer Network used for 
picking and detecting events.

 GPD, Generalized Phase Detection[173], is a seismic phase detection CNN algorithm.

 PhaseNet[174], CNN autoencoder algorithm, customizes the U-Net compartmentalization 
framework to solve the 1D seismic phase classification issue.

4.3.2 Datasets

   Seisbench provides datasets, for its users to be able to work with. These datasets are ETHZ, 
GEOGON, INSTANCE, Iquique, LENDB, SCEDC, STEAD and NEIC.  

 ETHZ benchmark dataset was drafted by hand. It includes seismicity that has been 
locally to regionally documented in Switzerland and adjacent frontier regions. The Swiss
Seismological Service (SED) at ETH Zurich registers the data on networks that are open 
to the public. Through SED's FDSN web service (http://www.seismo.ethz.ch/de/research-
and-teaching/products-software/fdsn-web-services/), it’s been acquired the waveform 
recordings as well as the related metadata information to build this dataset. The phases of
any seismic event recorded by this network have been manually labeled, including the 
differentiation between the early and later phases (e.g. Pn vs. Pg).Together with the 
standard phase identification, information on magnitude and polarity is also given. For 
this dataset, a total of 57 metadata variables are available. We choose to integrate all     
M >1.5 events that occurred between 2013 and 2020. There are 2,231 events with 36,743
waveform examples in total. Every trace is a raw count. This dataset is getting separated 
the training examples. 61.1% covers the training examples for all the events before 1st of
August 2019, 9.9% covers the development split for all the events from 1st of August to 
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4th of September 2019 and the rest 28.5% covers the testing split for all the events after 
that date.

 GEOFON, contains teleseismic dataset, that involves 2270 events which are including 
275,000 waveform examples ∼ for 2009-2013. Waveforms from more than 800 seismic 

stations around the world are obtained and parsed by the GEOFON monitoring Service. 
The magnitudes are approximately between M 2-9. The majority of events compromise 
mid-sized to large events M 5-7, as shown in figure 30. Possible peripheral events with 
smaller magnitudes originate in parts of Europe and northern Chile[168]. It is important to 
be noted the different class distributions of the chosen phase types for the GEOFON 
dataset. S onsets have been chosen for local and nearby regional events, and for a tiny 
portion of those, Pn and Pg are also included. There haven't been many S onsets chosen 
for teleseismic occurrences. There have been sporadic but incomplete selections of depth
phases. The dataset it's been split into 3 parts: 58.6% in training examples, for all the 
events that have been occurred before the 1st of November 2012, 10.1% in validation 
examples that are refered to all the events that have happened between 1st November 
2012 and 15th of March 2013 and finally testing examples are covering the 31.3% for all
the events that have happened after that date.

 INSTANCE benchmark dataset[175] contains ~130,000 samples of noise in addition to 
~1.3 million regional 3-component waveforms from ~50,000 earthquakes between M 0 
and 6.5. It is offered distinct access to each of the partitions of this dataset in SeisBench. 
The seismic events are further separated into datasets with waveforms in counts and with
waveforms in ground motion units. Both noise examples and signal examples are 
provided as separate datasets. There is also a composite dataset that includes all 
waveform and noise instances in counts. There are 115 different metadata variables 
offered. This dataset offers a wealth of derived metadata in addition to the conventional 
metadata variables, like peak ground acceleration and velocity. In this case the dataset is 
separated randomly selected "event-wise" in 3 parts. So all the waveform examples that 
are owned to the same event, are in the same group. Therefore, 60.3% covers the 
training, 10% covers the validation and 29.7% of the dataset, cover the testing.

 The Iquique benchmark dataset was first used to train the DL picker[170]. It consists of 
locally registered seismic arrivals from all over northern Chile. The dataset is associated 
with 23 metadata variables, and all waveform units are represented as raw counts. The 
training examples are randomly sampled to determine the training, validation, and testing
splits for this dataset, yielding 60%, 30%, and 10% for each split for training, validation, 
and testing, accordingly[168].
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 LENDB benchmark dataset[176] is a published dataset, that is consisted by local 
earthquakes records in a worldwide set of 1487 broad-band and very broad-band seismic 
stations. The dataset includes ~1.25 million waveforms, and it is separated into local 
earthquake and noise examples, of 629,095 and 615,847, respectively. In order to 
translate the recordings into physical units of velocity, the data were processed using a 
bandpass filter between 0.1 and 5 Hz and the instrument response was deconvolved. 
LENDB exclusively offers automatic P-phase picks, in contrast to the other datasets. 
There are a total of 23 metadata variables in this dataset. All cases with waveform start 
timings prior to 16th of January 2017, are chosen as training examples, accounting for 
60% of the total dataset. Examples falling between this date and the 16th of August 
2017, which comprise the validation split at 9.5%, and any examples falling after that 
date, which comprise the test split at 30.5%, respectively.

 The Southern Californian Earthquake Data Center (SCEDC)[177] was built from publicly 
accessible seismic waveform data. The Seismic Transfer Program (STP) client[178] is used
to receive the waveforms and related metadata. All events were manually selected from 
the received seismic arrivals. Are chosen all publicly accessible recordings of earthquake
events in the Southern California earthquake grid for the period 2000 to 2020. Solely 
local recordings of seismic events are considered approximately between M -1 to M7, 
with source to station aisles spanning for a maximum distance of ~200km. The dataset is 
consisted by ~8 million waveform examples, that comprise ~7.5 million P-phases and 
~4.3 million S-phases. This dataset also compromises a collection of seismic instrument 
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Figure 30 Epicentral distance and magnitude distributions via logarithmic histogram 
form for datasets that include source and station data. All points are plotted with 
transparency in the 2D scatterplot according the last column to emphasize the overall 
distribution. The magnitude or source both station location data for the Iquique, NEIC,
GPD, JGRPick, JGRFM, and Meier2019JGR datasets are missing. Therefore, these 
datasets are not displayed.[168].
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types, including: very short period, short period, very broadband, broadband, 
intermediate band, and long period instruments are also included, as are single and three-
component channels. The examples' units are raw counts. The separation for this dataset 
is defined randomly, by 60% for the training, 10% for the development and 30% for 
testing.

 The STanford Earthquake Dataset (STEAD)[123], is a published benchmark dataset that 
includes a number of local seismic signals, seismic as well as nonseismic, together with 
noise examples. This dataset contains ~1.2 million waveforms, of which ~200,000 are 
noise examples and the rest of them involve seismic arrival from ~450,000 earthquake 
between ~M -0.5 and M 8. There are 40 metadata variables related with this event, and 
the units for the waveform examples are raw counts. The split of this dataset, is the same 
as in[10], where the separation happens randomly, with a training set consisted by 10% of 
it, afterwards it is added a validation set with random sampling from the rest of the 
samples. So, the final analogies are 60%, 30% and 10% for training, validation and 
testing, accordingly. These are some examples of situations in which publicly available 
waveform data and metadata were available for ML model training but some of the 
customary metadata was missing.

 The National Earthquake Information Center (NEIC)[179] published benchmark dataset 
includes ~1.3 million both seismic phase arrivals and universal source-stains aisles. 
Because the record lacks trace start time and station information, it is saved as a 
SeisBench format, but without the normally demanded information. The initial 
publication provided randomly sampled divides based on event-id, for the separation of 
training, development and testing set. This approach of random separation is applied in 
the SeisBench conversion of this dataset, same as before 60% for training set, 10% for 
development and 30% for testing.

   SeisBench includes additional datasets that have been used to train noteworthy seismic DL 
algorithms. Because the waveforms for these datasets were usually pre-processed for training, 
including windowing and labeling, the initial station metadata for each training example is not 
available. Because several of the datasets employ selected waveforms from the SCEDC network, 
there is a possibility of metadata parameter and waveform overlap among the datasets listed below. 
The only variations are potentially different metadata variables among datasets, as for instance 
picked phase labels versus first motion labels.

   The converted to SeisBench format, DL training dataset, include:  the ’GPD’ training dataset[91] 
including 4,773,750 examples of 4s waveforms, sampled at 100 Hz; the 'JGRFM' dataset was 
utilized for training the DL on basis of first motion polarity tracing routine in the study of Ross[90], 
including 6s Z-component waveform samples from 100Hz instruments; the 'JGRPick' dataset was 
utilized for training the DL-based picker;  The ’Meier2019JGR’ dataset, that included the S. 
Californian constituent of the training examples from the work of Meier[180]. 
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Figure 31 Benchmark datasets were incorporated into SeisBench at the time of the software's original 
release; seismic sources are represented by circles, and stations by triangle markers. Some further 
datasets contained in the SeisBench initial release dataset collection are not displayed because they 
either lack source information (NEIC, GPD, JGRPick, JGRFM, Meier2019JGR), either have 
insufficient event data for charting, or both (the local Iquique dataset)[168].
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5 Earthquakes from Deep Learning’s perspective

   Dl algorithms that are based on DNN layers, come to take advantage of seismic data structures. 
These algorithms learn a map to the target distribution of interest and extract beneficial elements 
and visualizations from seismic waveforms, including the probability of distinguishing seismic from
nonseismic signals. Large seismic datasets such as STEAD[123] have been developed for research 
based on DL since the performance of a DNN enhances with the abundance of different training 
samples.

5.1 Data process and training

   Not every problem has a large-scale dataset, for instance the datasets that pertain to very large 
earthquakes are limited, which are -fortunately- rare due to the power-law distribution of earthquake
magnitudes. On the other hand, the construction of a high-quality training dataset, along with 
adequate labeling and quality control, needs a great amount of work and time. Data augmentation, 
which includes several methods to generate additional training samples based on gathered datasets 
to broaden the amount and variety of training samples, is one way to get around these issues. The 
abeyant for applications on seismic datasets is demonstrated by the success of data augmentation in 
preventing overfitting and enhancing the generalization of DL models trained on tiny training 
datasets. 

   The term "generalization" is frequently used to describe the process of realizing that a particular 
attribute falls within a larger category. A trained neural network's capacity to perform well on data 
that were not included in its training or validation is referred to as "generalization" in DL. Examples
of such data include a singular seismic source or seismograms from an area that was not used in 
training. The network architectures, optimization techniques, and training datasets are some of the 
elements that influence generalization. The training datasets' size, label correctness, and 
completeness are crucial factors in creating an effective model. Any or all of these characteristics 
might be absent from a training dataset; in this case, data augmentation might be a good way to 
boost a model's performance.

   In the high-dimensional data space, as shown in figure 32, only a small portion may be covered 
and may contain weak  limits on the neural network's potential decision boundaries learned by the 
neural network from the contents of training samples, including signals and noise. This results in 
meager achievements, in the form of low true positives or high false positives. The goal of data 
augmentation is to raise the complexity and size of the training sample, which broadens the sampled
feature space and enables the neural network to learn a better decision boundary that will decrease 
false positives and false negatives and enhance generalization on unknown samples.

   DNNs are frequently trained with data augmentation to improve performance in classification and
recognition challenges for computer vision[55,181,182,183], audio processing[184,185] and other 
areas[186,187,188]. With proper implementation of data augmentation, the risk of overfitting is reduced. 
This is achieved by increasing the number and variability of training data. The majority of data 
enlargement methods are created for images since they can readily maintain semantic meaning. For 
applications with little labeled data, it can be particularly effective. 
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   Yet, some enhancements that are suitable for vision, such as horizontal flipping, rotating, and 
shearing, are not suitable for seismic data because they breach the physical characteristics of the 
relevant waveform data. Studies on seismic data augmentation methods are quite rare. In order to 
avoid the neural networks from picking up and memorizing any artifacts in how the data used for 
training are arranged, clear augmentations are required because seismic data are typically collected 
and organized in a conventional manner, thus using a defined time frame around the P-wave arrival.
Random shifting, regrouping events and noise, and channel (station) dereliction, are less obvious 
enlargements. They are able to abated bias in training data and to raise model attribution, as they 
consistent with the feature of seismic signals. The ability to apply the generalization of the model to
scenarios of interest, such as low quality data, complex noise, and closely recorded events in 
earthquake swarms, is improved using the strategies that are demonstrate and discuss in this study. 
The examples show that, with the right augmentation, DL can be applied to smaller datasets for 
earthquake monitoring than would normally be feasible[189].

5.1.1 Data process with augmentation

   To demonstrate the use of augmentation for training DL models on seismic data, it's been 
gathered a small, high-SNR training dataset with precise hands-on labels of 500 earthquake 
waveforms from the Northern California Earthquake Data Center (NCEDC)[190] registered before 
2018. To identify the best model for training, it had similarly built a validation dataset with 500 
additional high SNR earthquake waveforms from before 2018. With a considerably bigger test 
dataset consisted of 10,000 earthquake waveforms captured in 2018, it was assessed the 
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Figure 32 The dataset enhancement increases the data space (small dashed arrow) spanned by the collected seismic 
signals and noise, and improves the bounding of the decision limit (change from solid to dashed line).By expanding 
the data space through data enlargement, trained DNNs can better generalize to unseen signals and noise, with reduced
false negatives and false positives.[189]
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augmentation techniques. This ratio selection for the datasets of training, validation, and test was 
made with the specific intent of assessing the impact of augmentation on small datasets. The 
training dataset would require a bigger sample size than the validation and test datasets in order to 
be practical for real applications. In figure 33 is illustrated the allotment of SNR of the data. Below 
the standard deviation of waveforms preceding and following the earliest manually selected P-wave
arrival are used to determine the SNR. Figure 33D displays the allotment of epicentral distances for 
the test dataset, with the majority of source-station lines falling within the 0 to 120 km range. The 
distributions of epicentral distances in the training and validation sets, they are not displayed, are 
comparable. It's been examined the implications of data enlargement for deep neural network 
training using the now extensively researched phase choosing problem as an example. It was 
employed the same NNA as PhaseNet[174], which is a fully CNN built for seismic phase picking. We
eliminated abandonment, rate of learning decay, and weight decay (regularization) from the design 
and kept only batch normalization to prevent the complicated impacts of hyperparameter 
customization.

   The Adam optimization was used, while the learning rate was set to 0.01, the batch size to 20, and
the total number of epochs to 100. By creating a new, large number, training sample and using 
enlargement, the training set size is increased. In this example, to achieve an increment in the 
diversity of training samples in each epoch with enhancement, the total number of training samples 
was kept the same in each epoch, at 500 samples, and on the fly data enhancement was applied. The
ability to generalize for various issues and data formats will also depend on the neural network 
architecture (NNA), the training process, and the optimization technique[191]. In this chapter, the 
training procedure is kept plain and the focus is on the impact of data growth, for seismic data. The 
findings should be applicable to related issues including earthquake detection, phase detection, and 
other DL applications to seismic data with appropriate adjustment.
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Figure 33 Statistical analysis from the benchmark datasets include the SNR allotments of (A) 500 samples of high-

quality for training (>20dB) and (B) 500 samples of high-quality for validation (>20dB), both taken from earthquakes 
that happened before 2018; (C) the SNR allotment of 10,000 test samples taken from earthquakes that happened in 
2018; and (D) the epicentral distance allotment of the test samples. Epicentral distance allotments from the training 
and validation datasets are comparable; they are not displayed here.[189]
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5.2 Increments

   The fields of image and acoustic signal processing have seen the application of numerous data 
enlargement techniques. In this section, are studied the enhancements that are particularly relevant 
to seismic data processing. It is important to be noted that the reported performance will have some 
randomness due to the randomness in neural network startup, optimization, and data replenishment.

5.2.1 Arbitrary alteration 

   The common method for gathering seismic training data is to use the phase arrival data from 
earthquake catalogs. Thus, it is enticing to establish a cutout window based on the time related to a 
specific seismic phase, like the arrival of the first P-wave. Positional bias can be introduced into the 
model when neural networks are trained with data with a fixed allusion time or with a small time 
shift of a few seconds around the reference time point. Therefore, instead of learning more broad 
functions from the feature space, a neural network model of this type is more likely to learn by heart
the location of the anchor time point. Hither, by using no random alter, a limited random alter from 
10 to 15s, and a full random alter from 0 to 30s, it gets trained three models on data with a 30-s time
window. Each training waveform is randomly shifted in real time, resulting in a unique shift for 
each epoch. By moving the test waveform from the left to the right side of the window, we can 
analyze the P-wave arrival predictions and document the estimated activation scores at the actual P-
arrival sites, as it is illustrated in figure 34. As it’s shown in figure 34A-C, the neural network 
persists to predict a high likelihood rating at 10s, which is the fixed P-wave arrival time throughout 
training, for the model trained without random shift, irrespective of where the genuine P-wave 
arrival. A presumption that phases are predicted to appear inside a specific window may be seen in 
the results for the model trained with a limited shift of 10-15s. Figure 34D, at the time window's 
edges, the anticipated activations decrease. If the test dataset is changed from 10 to 15 seconds 
inside the same assessment window, this bias can be disregarded; however, when used to 
continuous data where the signal time of arrival is unknown beforehand, the performance will 
suffer. A model may be useless for identifying earthquakes beyond the shift window employed in 
training if it has a very small shift range. The instance with the random alter from 0 to 30s, in 
comparison, shows strong activation scores over the whole frame. Based on a certain window size, 
this possible bias from random shift may also appear in other DL applications, such as earthquake 
detection. Random alter can increase sample variation, enhance detection performance, and mitigate
potential bias across the prediction window. A predetermined set of shifting periods are applied to 
the 500 training examples in Table 3, while random alter is applied on the fly such that every 
sample is shifted differently at every epoch. Better performance is achieved by allowing for more 
time shifting diversity across various training epochs through random alter on the fly. A fixed set of 
time altering for all epochs, on the other hand, may only sample a restricted number of time points, 
especially for a small quantity of training data. To circumvent the need for zero padding and 
efficiently implement random alter on the fly throughout the 30s window in this scenario, we 
trimmed the training sample to a bigger window of 90s. By having the neural network learn the 
transition from zeros to signals and using this artifact as the basis for its predictions, zero padding 
may induce a minor bias. For DL-based seismic phase detecting/picking models, investigating the 
allocation of arrival times in a training dataset ahead of and following enlargement is a 
recommended technique.
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Figure 34 Three models' activation scores after being trained with various random shift augmentations. The estimated 
likelihood repercussions of neural networks trained with no random shift are shown in (A) through (C) with blue, 
random shift within 10-15s is illustrated with orange, and random shift within 0-30s is illustrated in green. The 
instances with P-wave arrivals at 5, 15, and 25 s are depicted in (A) and (C) as the test waveform glides from the left 
to the right border of the window. When moving the waveform across the window, (D) displays the forecasts for P-
wave arrival at each time point. The neural network learns a constant time despite the waveform's content after 
training without random shift. When applied to continuous waveforms, training with an unfinished shift among 10 and
15s causes activations to decay near the window's margins, resulting in missed detections.[189]

Table 3 Compare two realizations of randomization. (a) Pre-compute a fixed randomization for training sample, (b) 
Compute randomizations on the fly so that each training sample has a different alter in each epoch.[189]
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5.2.2 Overlapping occurrences

   Since cataloged earthquakes typically happen in isolation, with the exclusion of seismic swarms 
and aftershock sequences, training samples only contain one earthquake, also known as an "event" 
in the training window. However, neural networks may develop a minor bias of anticipating only 
one event to occur inside the time frame and repressing the detection of smaller occurrences that are
simultaneously present in the time window if they are trained exclusively on single event data. For 
semantic-segmentation based approaches[171,174], which are intended to detect every event in a 
temporal window, this bias can lead to missing occurrences. When information is rich and 
earthquakes happen at much shorter intervals than is typical, we want an adequately-trained neural 
network to execute well on typical earthquakes while also generalizing to extreme scenarios like 
earthquake swarms and artificial earthquakes. Artificially superimposing events in a fashion that 
simulates such circumstances and gets rid of the bias of a single occurrence being in each window is
an efficient augmentation to deal with the case of several events occurring inside a short window. 
Superimposition, often known as "stacking" in seismological jargon, is simply the addition of two 
or more time series. We also use a random proportion among event amplitudes during 
superimposition, which improves the neural network's capacity to identify smaller earthquakes that 
happen around larger ones. One instance of two earthquakes that happen near together in time is 
shown in figure 35. The neural network model that was trained with stacked occurrences predicts 
the second smaller occurrence with high likelihood scores for both P and S waves, in contrast to the 
model that was trained without superimposed occurrences, which only recognizes the first major 
event and ignores the second smaller one (figure 35(iv,v)).

   The link where one station records two earthquakes at the same time is avoided, although the 
occurrence waveforms in the real data may overlap completely. These are the occurrence 
waveforms that are often discarded during process by hand. Due to the dependence of neural 
networks' effectiveness on data used for training, these situations may lead to an increase in false 
positives for typical seismic waveforms. As a result, we prevent augmentation from inadvertently 
adding entirely masked occurrences to the training. Our findings imply that a well-trained model 
ought to be able to generalize to the overlapping waveform events. Stacking significantly more 
overlapping occurrences may be helpful in specific applications to accurately recreate an earthquake
swarm. We may approximately estimate the end of the earthquake utilizing the time spanned by P 
and S arrival times as the majority of datasets don't contain information regarding the end of the 
waveform (or end of the earthquake coda). The use of measurements based on envelope functions, 
similar to those employed in coda magnitude estimate, offers an additional choice.
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5.2.3 Overlapping buzz

   A strong neural network should be able to handle complex or low-quality data, even while the 
majority of manual labels are chosen from high-quality seismic data. The efficiency of neural 
networks deployed to low SNR data can be easily improved by superposing noise. The excellent 
credibility of labels from high SNR data may be maintained even when the waveforms are 
superimposed with heavy noise thanks to this enhancement, which is a clear benefit. The labels on 
the enhanced weak signals are more precise than those on the low SNR signals since they are de-
amplified versions of well-known high SNR signals. We can modify the neural network's detection 
bounds by adjusting the ratio of the signal to the superposed noise. We can force the neural network
to find weak signals buried in the background noise, in particular, by superimposing loud noise; yet,
it should be emphasized that the likelihood of false positives may rise as well. However, as noise 
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Figure 35 Waveforms of ENZ channels (i) through (iii), training lacking superimposed events (iv), training together 
with superimposed events (v), and anticipated activations when training without as well as with superimposed events 
are compared.[189]
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samples can be readily extracted from ongoing seismic recordings or from synthetically generated 
random noise, superposing noise is also a successful method of reducing overfitting on a small 
training dataset.

   The neural network's effectiveness with and without superimposed noise is contrasted in figure 
36. It is evident that even with a short training dataset, exceptional accuracy, recall, and F1 scores 
may be achieved on test samples with high SNR (>20 dB). When only excellent samples are 
utilized for training, recall is significantly lower for the low SNR samples tested (20dB). The recall 
and F1 score for the low SNR data are much higher after training with superimposed noise as an 
augmentation, while the efficiency for high SNR data is preserved.

It should be noted that the increase in recall is more important than the improvement in precision. 
This is due to the neural network trained with enhanced noisy data turns into more sensitive to weak
ΠΑΔΑ, Τμήμα Η&ΗΜ, Διπλωματική Εργασία, ΜΑΡΙΑΝΘΗ ΑΔΑΜΟΠΟΥΛΟΥ-ΣΟΥΛΑΝΤΙΚΑ  63

Figure 36 Performance comparison of detection for cases with and without noise superposition : Arrival of the P-wave 

(A) and the S-wave (B). Both models perform well for test data of high quality, such as SNR>20dB; yet, for test data 
of low quality, such as SNR 20dB, the model with enhancement greatly improves both the recall as well F1 score.[189]
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signals submerged inside noise and recuperates a greater number of occurrences, but this could raise
the possibility of false positives, limiting the improvement in precision. For purposes of 
comparison, it has been set the activation point threshold here. In real-world applications, we can 
adjust a series of activation thresholds, create a receiver's operating characteristic (ROC) curve, and 
identify an activation threshold that balances precision and recall. Depending on the setting, like 
deployments to borehole data, urban data, or ocean bottom seismometer (OBS) data, the choice of 
superposed noise will vary. Yet, care has to be taken to prevent including undetected occurrences 
within the noise windows, which at first would unintentionally boost the mis-labeling rate of the 
dataset and worsen performance. Employing real seismic noise collected by seismic instruments in 
situ ought to yield a more realistic enlargement and better performance. If the noise waveforms are 
not captured properly, there is also a chance of biasing the performance for a certain type of 
instrument. The outcome would be a less accurate depiction of real seismic noise, which is typically
strongly coherent and non-stationary, even though the application of Gaussian noise ought to be 
safe in terms of preventing mislabeling. Actual seismic noise is therefore chosen for augmentation, 
provided that there is access to a trustworthy set of noise samples that have been examined for the 
presence of uncataloged earthquakes.

5.2.4 Noise that is falsely positive

   As was previously demonstrated, superimposing noise on seismic signals enhances neural 
network performance for low SNR data. Another approach to dealing with complicated noise 
effects, like shaped pulses from urban vibration, is to provide falsely positive signals (non-
earthquake signals). This lowers the rate of false positives and is especially useful for teaching 
neural networks to identify negative data. A small training dataset is capable of covering a certain 
range of noise since continuous seismic data contains complicated noise and nonstationary noise 
sources. As a outcome, the neural network may produce several false positives on undetected noise 
that has properties resembling seismic signals because it was trained on a small number of noise 
samples. To solve this issue, we can synthesize analogous non-earthquake signals or add these false 
positive noise samples to the training dataset for retraining or fine-tune the neural network and 
teach it features to identify these false positives to correct its predictions.
   A typical scenario for the gathering of seismic data in which some data is missing because of 
instrument or telemetry failures is shown in figure 37. Due to the rapid modifications introduced, 
there may be false-positive results. If this form of noise is missing from the training dataset, deep 
learning algorithms may be confused by such kinds of false positives, which are frequent in 
classical approaches like STA/LTA. The model can make a mistaken prediction of P and S waves 
upon a sudden waveform adjustments, as illustrated in figure 37(iv), if it was trained without the 
proper augmentation. However, this kind of false-positive prediction can be efficiently suppressed 
by incorporating only a few of similar types of noise samples into the training data. Other typical 
forms of false positive noise, like impalsive signals from human activity, follow the same rationale. 
Due to the requirement for extensive both test and manual data examination, it might be difficult to 
distinguish between distinct kinds of typical false positives in practice. Active learning[192,193,194] may
be a solution to increase the effectiveness of identifying false positive samples. Active learning 
seeks to build a system to rank these unlabeled data and annotate the most instructive samples first, 
like samples with the biggest uncertainty, because manually identifying false positives through a 
great amount of unlabeled samples during application is frequently challenging. By using these 
samples in training, learning effectiveness can be increased because they are more likely to be 
identified as false positives or false negatives.
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5.2.5 Dropout channel

   Modern earthquake seismology uses three-component seismic data the most frequently, yet single 
channel records predominate several historical documents and are still employed in some 
deployments. Additionally, it is not unusual for one of the channels in three-component recordings 
to fail as a result of telemetry or instrument faults. The efficacy of models trained on single-channel 
data employing three component data can be enhanced by augmentation. A strategy resembling 
dropout is an appropriate strategy[195,196]. It is dropped a couple of channels off the EZN input 
channels at random in the input layer. This channel discharge trains the neural network to predict 
data with lacking channels as well.  It may be used a similar method to randomly dropping data 
from some of the stations during training for applications such as phase association, wherein the 
training is carried out using data from many stations[197]. By doing so, the neural network's 
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Figure 37 Comparison of predicted activations prior to and following the addition of false positive noise: (i-iii) ENZ 
channel waveforms; (iv) training lacking false positive noise; (v) training including false positive noise.[189]
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robustness is increased in the unavoidable situations where data from certain stations is lost or 
damaged, preventing the network regarding overfitting on dominating stations.

   The performance of training regardless of channel dropout is contrasted in Table 4. On test data of
high quality (SNR>20dB), we employ the trained model and evaluate its performance across many 
components. Nevertheless, the model trained alongside channel dropout performs better with 
single-component data. Both models exhibit performance alike to that on three-component data.

The neural network's efficiency on single E-, N-, Z-, and EN-component permutations is 
informative and shows the knowledge it acquired to differentiate between P and S waves. 
Performance scores for selecting the P-wave arrival using only the Z component are comparable to 
those obtained utilizing all ENZ components, demonstrating that the Z component provides the 
majority of the data required for selecting P-wave arrivals. In contradiction, the crucial data for 
identifying S-wave arrivals is found in the horizontal EN components. This is consistent with how P
and S waves are polarized, where P waves are more pronounced on the vertical component and S 
waves are more pronounced on the horizontal component.

5.2.6 Resampling Techniques

   It can be difficult to effectively train DL models utilizing unbalanced datasets[198,199]. Due to the 
imbalance in earthquake magnitude distributions, this problem may be particularly important while 
training a neural network using seismic data. The number of major earthquakes for training is much 
more constrained than the number of tiny earthquakes because of a power law relationship among 
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Table 4 Compare detection performance on different channels.[189]
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earthquake magnitude and the amount of earthquakes[200]. Applications like size estimation utilizing 
neural networks are directly impacted by this imbalance[51]. A specific training set may have 
problems with distance, depth, position, tectonic setting, source mechanism, magnitude type, 
equipment type, and SNR. Networks for seismic monitoring might also differ greatly in terms of 
station coverage and structure. These imbalances can limit a model's capacity to generalize to a 
wider range of earthquakes after being trained on a particular dataset. This makes it vital to look at 
data qualities as a training dataset is being built. Based on these exploratory studies, a suitable 
resampling strategy can be created to solve potential imbalance issues within a dataset.

   By undersampling the bulk class or oversampling the minority class during training, random 
resampling is a technique to address the imbalance problem. This prevents the class distribution 
from becoming biased toward a few particular classes and allows for better generalization by 
training on an evenly balanced sample distribution. Nevertheless, resampling may result in 
unfavorable side effects. Losing some of the training data and lowering the training size are the 
costs of undersampling the majority of classes. Extreme oversampling can lead to the neural 
network just memorizing a small number of minority samples with comparable magnitudes or from 
the same region, which is obviously counterproductive to generalization. Furthermore, 
oversampling might have restricted employment for big earthquakes. Large events are not only 
more uncommon than small ones, but also more complex. Large earthquakes typically show 
intricate rupture patterns that span several faults over time and space. In order to fully represent the 
range of large magnitude earthquakes, oversampling may not be sufficient. A more efficient way to 
raise the ratio and diversity of the minority samples would be to combine oversampling with the 
methods of augmentation mentioned above. Using more sophisticated techniques like SMOTE [201], 
ADASYN[202], and GAN[97], training samples from existing instances could be synthesized.

5.2.7 Augmentation for the generation of synthetic data

   In some instances, semi synthetic training data can be produced using augmentation techniques. 
Examples of problems where the established fact (the training objective) is unknown and 
impractical to obtain by human labeling include the seismic denoising problem[129] along with 
seismic detection upon scanned analog-seismograms[203]. We can solve this issue by synthesizing 
input alongside to target pairs sourced from plentiful seismic waves via augmentation. For instance, 
Zhu, Mousavi, and Beroza[129] used high SNR earthquake signals and a collection of noise 
waveforms to create an accurate denoising mask that served as the training goal for neural 
networks. As an outcome, this enlargement supplied an adequate number of training samples, by 
randomly blending signal and noise through a random proportion while training. So, in contrast 
from the forward synthesizing process, the neural network is trained to acquire a difficult inverse 
process to distinguish signal and noise. 

   Here, it's demonstrated an other instance of recovery of a clipped seismic waveform. For 
moderate till large earthquakes captured on nearby feeble motion equipment, clipped waveforms are
frequently seen[204,205]. It is unable to directly obtain training data from prior waveforms due to the 
station's inability to view the genuine unclipped waveform. Yet, by manually cropping those 
waveforms, it is possible to synthesize the training data of unclipped waveforms. As a result, the 
neural network's input data comprises the synthetically clipped waveforms, and the training 
objective is the genuine unclipped waveforms, allowing to plain acquire a large quantity of training 
data through enlargement. This augmentation, like denoising, has the benefit of being produced 
from a signal with well-known -unclipped- established fact and providing a precise training label. In
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this scenario, it is employed the same network architecture as in the previous situations, but it is 
assessed the waveform difference among the recovered and genuine unclipped waveforms using a 
mean squared error (MSE). The waveforms that were recovered employing the model of neural 
networks trained upon the synthetic clipped waveforms are illustrated in the figure 38.

   For several employments, the issue of unidentified established fact can be resolved by using 
enlargement to synthesize training data. The concept is similar to that of creating training data via 
applied calculations on a certain mathematical model representing the physical aspect of the object; 
nevertheless the augmentation approach generates training data based on genuine earthquake 
waveforms, which is cost-effective and results in realistic samples, due to the previously mentioned 
method. When applied to actual seismic recordings, the trained model is able to generalize semi-
synthetic data more well. The neural network effectively apprentice an inverse modeling through 
the synthetic training data to reveal the real signal of interest that underlying the synthetic data if it 
is considered the data production process to be a forward function. On the flip side, numerical 
simulations, like finite failure modeling of big complex earthquakes, could offer an outlet for 
training data in situations wherein not just only the label is lacking as well as the real data is 
additionally rare. In this situation, it may be possible to blend synthetic earthquake waveforms with 
real-world noise to provide training data for better detection of major earthquakes. Nevertheless 
employed to real seismic data, the model trained using simulation data might encounter a 
generalization problem. To reduce the generalization gap, model fine-tuning either transfer learning 
upon certain real seismic waveforms is going to be required. Many other computer vision methods, 
like adversial discriminative adaption of domain[206], can be utilized to bridge the domain gap among
simulation both real word. The significance of big earthquakes provides compelling impetus for 
further research in this area.
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Figure 38 Two clipped waveform recovery instances (A, B): Real seismic signals (i), 
manually clipped seismic signals (ii), and retrieved  seismic signals (iii) on the basis of 
neural networks trained on input-target pairings between (ii) and (i) [189]
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6 Summary

  From this review, is it clear that DL has a significant impact on traditional methods, bringing 
together as well as challenging both old and new ideas. Both DL and physical-based methods can 
offer great contributions to current and future studies[3]. It is shown how DL participates in the 
different geophysical domains, with a bigger interest to Seismology. What is its role in the science 
community. Additionally, are presented DL’s tools for various applications on the filed. The main 
Libraries TensorFlow and Keras and how they affect the results, as well as the models based on 
these libraries and the widely used datasets. It’s also presented when DL gives better results than 
experts and how it helps them to progress the methods and their efficiency. Furthermore, are 
discussed the possibilities that are turned into action in practical applications by DL and its tools. At
the end, it is presented the data augmentation, that appears to improve the given outcomes and 
generalization of DNNs in different cases widely. And last but not least, it is shown how ML 
embraces the geoscience domain to bring optimized results as a helpful tool to scientists. 
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