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GSO Gadolinium Orthosilicate 

GUI Graphical User Interface 

HU Hounsfield Unit 
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ICRU International Commission on Radiation Units and Measurements 

KERMA Kinetic Energy Released per unit MAss 

LINAC LINear ACcelerator 

LOR Lines Of Response 

LSO Lutetium oxyorthosilicate 

MC Monte Carlo 

ML Maximum Likelihood 

ML Machine Learning 

MLE Maximum Likelihood Estimate  

NaI Sodium iodide 

OS Operating System 

OSEM Ordered Subsets Expectation Maximization 

OSMAPOSL Ordered Subsets Maximum A Posteriori One Step Late 

PET Positron Emission Tomography 

PMT PhotoMutliplier Tube 

PRNG Pseudo Random Number Generator 

PRNs Pseudo-Random Numbers  

RN Random Numbers 

RNG Random Number Generators  

SPECT Single Photon Emission Tomography 

STIR Software for Tomographic Image Reconstruction 

UCSF University of California, San Francisco 

VM Virtual Machine 

W Tungsten 

WSL Windows Subsystem for Linux 

Z Atomic Number 

eV electron Volt 
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Abstract 

An addressing of questions about the methodologies, strategies, optimizations, and 

approaches used to assess dosimetric data in Computed Tomography (CT) and Single 

Photon Emission Computed Tomography (SPECT) systems was primarily the purpose of 

this thesis. The key task throughout the study time was to evaluate the two dissimilar 

systems, understand their principles of operation, and eventually apply Monte Carlo 

software to imitate them and monitor outcomes from the standpoint of dosages. All trials 

were composed, validated, and explored using cutting-edge, primarily open-source Monte 

Carlo software.  

The software packages Geant4, GATE, and EGSNRC, as well as auxiliary scripts to 

assess, transform, and analyze simulated inputs and outputs were successfully configured 

and built in most cases from source code. The correct configuration and installation of all 

packages in an Ubuntu 20.04 environment was a difficult task, owing to the involvement of 

several programming languages, including Fortran, C/C++, Java, and Python, as well as the 

fact that most software packages were built from source code, requiring the use of 

numerous packages, compilers, and builders. An extensive installation instruction for 

configuring, building and installing all software packages utilized are given in Appendix2. 

The CT system was configured by simulating various x-ray sources, creating 

personalized phantoms from patient-specific examinations (DICOM format), and scoring 

doses on those phantoms by simulating x-ray source irradiation circularly from all angles 

(360O). Tungsten (W) and gold (Au) anode target materials were used, and each anode 

target material was simulated in the energy range of 30 keV–150 keV with a step of 5 keV. 

Overall, 50 beams (25 for W and 25 for Au) were simulated once the x-ray source 

characteristics were determined. The EGSnrc software was used to execute the simulations, 

and the output files for each beam simulation were saved in binary phase space file format. 
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Many elements of the x-ray source also have a substantial influence on the quality of the 

beam and thus the dosage received by such a complicated piece of equipment. 

For the SPECT system, a new approach was employed. Since the source 

(radiopharmaceutical-isotope) is injected directly into the patient and is irradiated from 

within the body as it travels within the patient, it was difficult to simulate such an operation 

in the same way as the CT. Following the injection, the patient is placed on the SPECT bed 

where the imaging system takes shots- projections, circularly from all angles, and a 

sinogram is created as an output. Finally, specialized algorithms reconstruct the raw data, 

sinogram, into a 3D picture which provides valuable information to the doctors. The 

approach was to simulate a whole SPECT system, in which different SPECT system factors 

impacting the image's quality as well as the characteristics of the reconstruction processes 

producing the image were explored. The open-source program GATE was used in 

collaboration with STIR to reconstruct the image from the raw output data provided by 

GATE simulation. The filtered back projection (FBP) and iterative approach of Ordered 

Subsets Maximum A Posteriori One Step Late (OSMAPOSL) algorithms were supplied by 

STIR. 

 

 

Keywords 

Medical Imaging, Monte Carlo, GATE, Geant4, EGSnrc, STIR, Linux, Image 

Reconstruction, Dose   
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Research’s Preface 

General Remainder 

The study begins with the quest for appropriate software tools that employ Monte 

Carlo techniques and methods to approach medical physics experiments from a dose 

perspective. The fundamental idea was to observe the two distinct systems of CT and 

SPECT, understand their operating principles, examine how to generate scenarios based on 

those principles, and finally replicate solutions. The guiding premise was to determine 

which software, in our opinion, is most suited for which simulation setting.  

The open-source software packages EGSNRC, Geant4, ROOT, GATE, and STIR 

were able to be build, mostly from source code, after extensive investigation. The first 

challenge was to figure out how to properly build and install them with all of their 

dependencies. Plethora of operating systems and computer environments were there to 

choose from so the need to utilize every machine possible regardless of the characteristics 

was essential. The decision was that building, installing mainly on Ubuntu Linux native 

environment and Ubuntu on Windows environment via VirtualBox, and Windows WSL2.0 

was possible, and essentially the same instructions were used.  

After extensive testing on various versions of Ubuntu Linux and other Linux 

distributions such as Fedora and Arch Linux, the decision was made to utilize Ubuntu. 

Specifically Ubuntu version 20.04.03, was very stable and during compilation with various 

compilers such as gcc, g++, gfortran, etc. In addition, the particular operating system could 

handle the use of building tools such as cmake and was going very smoothly with minimal 

errors when compiling. The correct configuration and installation of all packages was a 

difficult task, due to the involvement of several programming languages, including Fortran, 
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C/C++, Java, and Python, as well as the fact that most software packages were built from 

source code and required many packages at specific versions.  

Given the complexity of building from source code lead to develop Appendix 2 with 

more detailed installation instructions for all packages involved, as well as certain code 

fixtures for libraries necessitating GATE installation. As a commitment to open-source 

partnerships and communities video instructions for installing Geant4, ROOT, GATE 9.0, 

and EGSNRC were produced.  

The initial concern was how to approach the CT system, so it was divided it into 

three components. A general CT system consists of an x-ray source, which creates the 

photon beam, a detector and a patient, both of which may move and capture projections 

around the patient. The scenario was to simulate photon beam production, assess the 

quality, and then irradiate a personalized phantom, built from real examination patient data, 

from all directions circularly and score dosage values for distinct photon beams. That 

scenario was possible by utilizing EGSNRC; by leveraging BEAMnrc, x-rays could be 

created, and the output files produced by BEAMnrc were phase-space binary files with the 

ending egsphsp. 

That BEAMnrc output file described a photon beam and may be used as input to the 

DOSXYZnrc program, coupled with a phantom built from examination data. DOSXYZnrc 

provided the capability to simulate the irradiation of that photon beam on a phantom-dose 

scorer and observe how the energy, collimation, angle of the anode, beam's field of view 

(FOV) and other parameters of the x-ray source affect a patient on the level of absorbed 

dose. Anode target materials of tungsten (W) and gold (Au) were employed, and each 

anode target material was simulated in the energy range of 30 keV-150 keV with a step of 5 
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keV. Once the x-ray source properties were identified, 50 beams (25 for W and 25 for Au) 

were simulated.  

For the SPECT system, a new technique was employed. It was difficult to approach 

such an operation in the same way as the CT, due to the source (radiopharmaceutical-

isotope) which is injected directly into the patient and is irradiated from within the body as 

it travels within the patient. Following the injection, the patient is placed on the SPECT 

bed, and the imaging system takes circular pictures from all angles, producing a sinogram 

as an output. Finally, specialized algorithms recreate the raw data, sinogram, into a 3D 

picture. All of these extra steps, from positioning the patient on the bed up until the final 

exam 3d picture is produced, are not seen both by the patient and the doctors. The SPECT 

system is difficult to simulate, but with the assistance of GATE and STIR it became 

possible.  

The technique was to mimic a SPECT head system and attempt to optimize the 

SPECT head and reconstruction procedures. The open-source program GATE was utilized 

in collaboration with STIR to rebuild the image from the raw output data provided by the 

GATE simulation. The filtered back projection (FBP) and iterative technique of maximum 

likelihood estimation (MLE-OSMAPOSL) algorithms provided by STIR. Two distinct 

SPECT head scenarios were simulated: one with an AnyScan S FLEX system SPECT head 

and one with a custom small animal SPECT head.  

In the instance of the AnyScan system, the Jaszczak spheres phantom for both hot 

and cold spheres modes were utilized. In both cases, hot and cold, the rebuilt of the 

sinograms with FBP and OSMAPOSL was necessary in order to evaluate how the 

reconstructed pictures differed and if there is a benefit to use one over the other. For the 

case of the small animal SPECT head the Jaszczak hot rod phantom was used, but with 
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very small dimensions to test the distinctive ability of such a system and the limitations of 

GATE to simulate. In the instance of OSMAPOSL, an investigation was carried out in 

order to determine the best settings between the number of iterations and the subsets 

required to provide the greatest picture quality, for both the AnyScan and the custom small 

animal SPECT head. For the AnyScan also the performance of the whole SPECT system 

when the crystal material changes from NaI to BGO, LSO, and GSO was analyzed. On the 

SPECT head for the small animal, an evaluation was being carried out in order to measure 

the effect that the collimator’s hole diameter has on reconstructed pictures. 
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Chapter A. Theoretical background 

General Introduction 

This part of the doctoral dissertation contains all of the pertinent material on physical 

processes and Monte Carlo modeling for the sort of experimentation that needs to be 

conducted. To clarify what a particle is, what are the physical events that occur when 

kinetic energy is given to particles, how they interact with matter and which are the 

physical phenomena observed by other scientists over the course of the years, in a few 

remarks. The Physics Processes and Monte Carlo Computational Techniques are the two 

main chapters in this section. 

In the first chapter, ions were introduced, particularly their interaction with matter, 

their energy loss mechanisms and how they collide with other particles. In addition, a 

closer look at photons, how they interact with physical matter, what kinds of effects have 

been observed over the years and what information can be used to model such phenomena 

is being described. Following that, the question what radiation dosimetry is and what are 

the quantities that can be calculated is being addressed. Because x-ray tubes are the most 

fundamental component in CT scanning systems, a few words on the generation and 

quality of photons generated are necessary. In addition, it would be helpful to know how a 

CT scanner and a SPECT scanner work from the ground up. The next step is to learn how 

to model complex systems, or at the absolute least, how to model a single experiment and 

extract meaningful data from it. Also, a closer look at the various protocols utilized in 

modern medicine was presented. The last chapter is devoted to Monte Carlo methodology, 

in which an explanation of the fundamental principles was being provided, as well as an 

overview of how to approach stochastic approaches by utilizing complex algorithms for 

solving deterministic problems. The case of particle physics simulation is complex so in 

order to plan such computation several parts needs to be addressed.  
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General Aims 

In this subchapter, the fundamental principles of radiation transport through matter 

and the fundamentals of the operating principles of SPECT and CT are presented. 

Additionally, the principles of Monte Carlo techniques are also taught, to give the 

framework and basis to comprehend the how the simulations are happening on the 

computing device. 
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1 Charged Particle Interaction with matter 

1.1 Introduction 

The idea of matter as empty space occupied by tiny invisible bits was suggested as 

early as few centuries BC, most notably by Democritus of Greece [1]. However, the most 

conclusive proof of matter structure was disclosed with the discovery of radioactivity in 

1896 by Henri Becquerel [2]. The definition of a heavy particle is one having a value of Z 

between 26-1. A significantly charged particle passing through media has an impact on the 

electromagnetic force acting on the atomic electron. The nucleus is ionized and stimulated, 

which causes the particle to give up energy [3]. The mass-based impact-stopping power 

calculation for heavy charged particles developed by H.A. Bethe using modern quantum 

mechanics is presented in eq. 1.1: 

1

ρ
(
dE

dx
)

col

=
Scol

ρ
=

4πre
2mc2z2ZNA

β
2
α

ln
2mc2β

2

Ι(1-β
2)

-β
2

(1.1) 

in which β=V/c is the proportion of the particle's speed over the speed of light, re = 

e2/mc2 is the fundamental electron radius, I is the average excitation energy of the media 

that the particle is passing through and z is the charge of the heavy ion. 

1.2 Heavy charged particles interactions 

It was determined that Bethe's formula was accurate when compared to experimental 

evidence. This nonetheless is unable to replicate the experimental findings in the low-

energy region below a few hundred keV. When rapid ions slow down close to the Bragg 

peak, events featuring electron capture and loss by traveling ions get a growing crucial part 

of the energy loss mechanism. By including the effective charge as a parameter, the impact 

of charge exchanges is lessened. ICRU Report 49 [4] recommends that additional 

adjustment parameters be included to the algorithm. If the stopping power of one particle 
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has been determined, it can be used to approximate the stopping power of another particle 

moving at an identical speed. 

It is impossible to ignore the energy loss resulting from the elastic scattering of heavy 

ions with a nucleus less energetic than 10 keV. Nuclear stopping powers are the term used 

to describe the discharge energy of the target nucleus as an outcome of the kinematical 

relationship between them. The differential cross section for elastic scattering, dσel/dΩ, is 

used to represent the mass nuclear-stopping power Snuc/ρ. 

1

ρ
(
dE

dx
)

nuc

=
Snuc

ρ
=

2πNA

A
∫

dσel

dΩ
 W(θ,EK)sinθdθ

π

0

 (1.2) 

with W(θ, EK) representing the rebound energy, which is affected by the scattering 

angle θ and the ion particle's kinetic energy EK. The total stopping power is equal to the 

sum of the nuclear loss and impact loss since the radiative stopping power of heavy ions 

may be disregarded [5]. 
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ρ
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Scol

ρ
+
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ρ
(1.3) 

The proportion of the output of nuclear-stopping power to total stopping power is 

negligible at energies greater than 10 keV, but it increases when the energy is lessened. 

This is equivalent to around 30% at 1 keV. 

1.3 Electron & Positron interactions 

Charged particles have a significant role in radiation therapy. Despite the fact that the 

main radiation is a photon beam, the biological effect, such as cell death or other changes 

that might result in cancer, is produced by charged particles, frequently described as 

secondary radiation. In actuality, photons (and neutrons) are known as indirectly ionizing 

radiation, while ions are generally referred to as ionizing radiation [6]. 
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The ion's Coulomb electric force field engages with each atomic unit it encounters, 

causing collision losses and radiative losses with electrons in orbit and nuclei, respectively. 

This happens when the charged particle encounters a substance medium. The particle must 

contact with a vast array of other particles until its kinetic energy wears out. Since the 

energy transfer from the ion to the material matter in every single atomic collision is 

generally minimal. Stopping power is a term used to indicate how much energy a charged 

particle loses when it passes through an absorbing substance. 

The two different kinds of stopping power are radiative stopping power and collision 

stopping power, which results from charged particle interactions with the media of 

absorption orbital electrons. Coulomb interactions take place when an ion travels through 

an absorbing medium and comes into contact with the nuclei of atoms and orbital electrons 

[3]. 

These events may be divided into three groups based on how much the classical 

impact parameter b differs from the classical atomic radius a: 

I. For b<<a, Bremsstrahlung photon creation. 

II. For b≈a, Hard Collision. 

III. For b>>a, Soft Collision. 

 

Figure 1 Ion interaction with a nucleus, three types of collisions. [7] 
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The electron often experiences a large number of encounters before its kinetic energy 

is depleted. The charged particle's path may be altered by elastic or inelastic scattering, and 

it might give up some of its motion energy, which is transferred to the medium during each 

impact or to photons, radiative loss. The rate of diminished energy per unit of route length 

experienced by ions in a medium is known as the linear stopping power (dE/dx). The mass 

stopping power S, being equivalent to the linear stopping power divided by the density of 

the receiving media, is the typical unit of measurement for stopping power, which is 

represented in MeVcm2/g. The substance's capability to inhibit charged particles from 

moving through it is one of its properties [4]. 

Stopping powers come in two different varieties:  

a) radiative stopping power produced by Coulomb interactions with the targets media 

atom. These events, also called bremsstrahlung interactions, where only electron and 

positrons significantly lose energy.  

b) Collision (ionization) stopping power, brought on by interactions between charged 

particles and the orbital electrons of the absorber. When both large and small ions collide, 

energy is transferred from the ion to orbital electrons, which leads to the stimulation and 

ionization of the target media's nuclei. 

The combination of the radiative and collision stopping powers for a charged particle 

of energy EK moving into an atomic number Z material is known as the total stopping 

power Stot. 

Stot=Srad+Scol (1.4) 

The Coulomb force, which occurs when an ion interacts with an orbiting electron in 

an absorbing material, allows for the exchange of energy that can either excite the electron 
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into a higher orbital shell or release it from the atom, ionization. It is important to note that 

an immediate collision is not necessary for the incident ion to cause an electron in the 

target material to move. The incident ion may engage with several orbital electrons in the 

matter at once because the Coulomb force has an infinite range. The ion does not deviate 

significantly from its starting status since only a small quantity of energy is transferred 

upon excitation. The atom becomes not stable when one electron is moved to a higher orbit. 

In addition, this will cause the electron to finally return to its steady place and emit a 

distinctive x-ray [7]. Ionization is the conversion of an atom into a positively charged ion 

as a result of an exchange of energy from an incoming ion to a nucleus electron. 

The electron's kinetic energy will be what differs between the binding energy and the 

transmitted energy. The term "delta-ray" is used to describe an electron that has sufficient 

energy to produce secondary ionization and excitation. Recognizing these secondary 

ionizations is essential to the scheduling and validation of radiotherapy treatments since 

they must be taken into consideration when determining a patient's radiation dosage. Due to 

the greater amount of energy conveyed during ionization compared to excitation, the ions 

are deflected more significantly off their intended destination. 

 

Figure 2 Ionization and Excitation processes [8]. 
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It can be demonstrated that the energy transfer Q can be calculated using Newton's 

second equation for the force involving charged particles and the classical, non-relativistic 

collision model, as Bohr did a while ago. 

Q=
2k

2
z2e4

mb
2
v2

 (1.5) 

where b is the impact variable, m is the electron's mass, v is the main particle's speed, 

and z is the charge on the main particle. The k is a constant, which appears in the Coulomb-

force model and has value equal to 8.9875×109 N∙m2∙C-2.The differential cross-section per 

electron in the energy transfer Q, provides the following classical equation: 

dσ

dQ
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2πz2e4k
2

mv2

1

Q
2

 (1.6) 

The principle of stopping power, which can be expressed as the mean amount of 

energy loss (dE) per unit of space (dx) across the path of any ion in the matter, comes 

straight from the presence of incredibly frequent, small energy losses. The mass collision 

stopping power (1/ρ)(dE/dx)col or Scol/ is a common representation of this and is calculated 

from: 

1

ρ
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=NA 〈
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〉 ∫ Q

dσ

dQ

Qmax

Qmin

dQ (1.7) 

Z is the element's atomic number, NA is its Avogadro number, and A is the target 

element's relative atomic mass. The emission of bremsstrahlung radiation, also known as 

radiative energy loss, can occur when high-energy ions reach the kernel's Coulomb field 

due to the possibility that they could decelerate and experience a significant deflection [9]. 

Throughout this process, energy passes on from the ions to a continuous spectrum of 

bremsstrahlung photons that can either be recycled or exit from the substance in question. 



Nikolaos Chatzisavvas PhD Thesis  Department of Industrial Design and Production Engineering  

University of West Attica, Greece 

 

33 

 

These losses are also more probable for charged particles that are energetically interacting 

in a high-Z receiving material. Therefore, for the kinds of substances and energies of ions 

used in nuclear medicine, radiation energy loss is far less significant than collisional energy 

loss. 

Bremsstrahlung is produced when very light electrons are accelerated in the core's 

powerful electric field [10]. The nuclear charge of a moving particle, Z, has a relation to its 

mass, m, divided by this charge. The magnitude of the radiation that results is related to 

(Z/m)2. In low-Z materials, this energy loss mechanism is rather minor, and it has no effect 

at all on heavy-charged particles. The cross-section of this fully non-classical process, σrad, 

is very complicated. It may be roughly calculated as follows: 

dσrad

dhν
∞

1

hν
 (1.8) 

Similar to how collision losses were described in the paragraph before, a radiative 

stopping power, (dE/dx)rad or Srad, in addition to a mass-based radiation stopping power 

(Srad/ρ), can be determined. The mass radiative stopping power in high energy roughly 

resembles the following: 

1

ρ
(
dE

dx
)

rad

∞
Z2

A
EB (1.9) 

where B is a function of E and Z that changes extremely slowly. For increasing Z, the 

Z2/A variable leads to a rise in rad/r. Equation 2.36 demonstrates that as kinetic energy 

grows the radiative stopping power climbs about linearly. 
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Figure 3 Visual representation of the bremsstrahlung process [11]. 

1.4 Conclusions 

This chapter covered the principles of understanding charged particles, including 

what they are, how they differ between light (electron-positron) and heavy (proton) charged 

particles, and how they interact with matter. Concepts including the bremsstrahlung 

process, ionization and excitation processes, as well as the stopping power of charged 

particles, both radiative and collisional, were discussed. The mathematical basis with cross-

section concepts used in particle physics was taught along with a rudimentary explanation 

of the mathematics behind those physical processes. 
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2 Photon Interaction with matter 

2.1 Introduction 

Electromagnetic waves consist of both electric and magnetic fields travelling via 

matter perpendicular to each other. Such waves can be recognized by a few highly 

distinctive properties, such as wavelength (λ), their transmission medium is vacuum and 

they travel at the speed of light. Now, it is simple to determine the cycles per unit of time 

(frequency) v=c/λ. If the electromagnetic waves can ionize molecules and particles within 

the atomic structure, then it is defined as ionizing. Once the electromagnetic ionizing 

radiation passes via matter, then the best model to describe such interactions would be to 

think of electromagnetic waves as particles called photons. Each photon has an energy 

equal to h*v, where h is Planck's constant and v is the frequency. Unlike electrons [12], 

photons might have some, one or none events of encountering other particles as this 

phenomenon is by nature stochastic. Each encounter results in the production of secondary 

ionizing particles, which could or could not be charged. While secondary photons may 

travel a great distance before meeting, charged particles contribute to local energy 

deposition by depositing their energies close to the point of the encounter. The introduction 

of interaction coefficients that assess this energy transfer will highlight the significance of 

the transmission of energy to charged particles in dosimetry. Because of how they interact 

and produce secondary electrons, secondary photons are important. As a result, they affect 

dose as well as the photon fluence within and around a treated body. 

2.2 Cross-section definition 

Photons interact with atomic electrons, the nucleus, atomic particles, and molecular 

structures. The probability of interacting with a target item is depicted using the cross-

section σ. The likelihood of contact may be calculated using this information, which can be 



Nikolaos Chatzisavvas PhD Thesis  Department of Industrial Design and Production Engineering  

University of West Attica, Greece 

 

36 

 

thought of as the target's cross-sectional area in the plane normal to the incident photon 

direction. Considering a beam that randomly impinges one photon onto an absorber that 

has one target entity for every unit p of space measured in the photon direction. Assume 

that if the photon crosses across the target's cross-sectional area, it will interact. The 

probability of contact, p [13], is dependent on how much of the unit area is filled by the 

target region. In terms of numbers, this is the same as σ the cross-section. Photon beams 

interactions can be explained via absorption and scattering mechanisms. The energy from 

the incoming photon is sent to the target entity once it completely absorbs all of its energy. 

Secondary particles are emitted either during or following the impact. The direction of 

motion, energy, and momentum of the object of interest may be changed because of the 

interaction between an incoming photon and the target object during the full scattering 

process. 

On the other hand, if the photon particle is not absorbed, the laws of classical 

kinematics govern changes in energy and momentum. The three main absorption methods 

are pair production, triplet production, and photoelectric absorption. The two main 

scattering processes are coherent and incoherent. The nuclear photo-effect is an absorption 

mechanism that takes place close to the electric field of the nucleus. Equation 1.10 may be 

used to demonstrate that no matter which process occurs, the cross-section for all 

interactions is equal to the total of the cross-sections for the various processes. 

σ=σpe+σcoh+σincoh+σpair+σtrip+σphn (1.10) 

An atomic electron, a nucleus, an atomic particle, or a molecule structure are a few 

examples of the aiming object. It's crucial to differentiate between these groupings. Where 

appropriate, an index σ is added to in the following to indicate the kind of interaction 

target. As a result, eσ and ασ are used to represent the cross-sections per electron and per 
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atom, respectively. This relationship between the cross-sections is shown by equation 1.11. 

The cross-section units are measured in m2, as well as the non-SI unit called a Barn, where 

1 barn equals 10-28 m2. [14] 

σα
 =Z σe

  (1.11) 

2.3 Differential Cross-section  

Most times when photons particles are being scatter the amount of particles after 

scattering are distributed anisotropic and not isotropic in relation to the direction and the 

polarization of the original particle. In order to estimate these kind of events the cross-

section is defined and observed as a function of the angle Ω in the path of the scattered 

particle, in our case photon. The differential cross-section dσ/dΩ is being needed in our 

case and it is calculated in an identical manner as the total cross-section, with (dσ/dΩ)dΩ 

representing the probability of a photon to scatter in an angle dΩ. 

σ= ∫
dσ(θ,φ)

dΩ

 

4π

dΩ (1.12) 

Where dΩ=d(cosθ)dφ=sinθdθdφ (1.13) 

 

Figure 4 Photon scatter trajectory [15]. 

Once a photon beam is passing through a medium all particles may have a number of 

ways it can interact with the medium's atoms, that kind of interactions could involve the 

nuclei of the material, the orbiting electrons and the free electrons. It could be direct photon 

with particles (proton, neutron) interaction or interactions with the nucleus' electromagnetic 
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realm [12]. Photons collisions with electrons occupying particular orbits could be with a 

weakly bound electron, also known as free electron, resulting to Thomson scattering, triplet 

formation and Compton effect or it could be with a tightly bound electron resulting in 

photoelectric effect.  

2.4 Photon Scattering 

An electron, which has strong connection to the nucleus, has a binding energy EB that 

is relatively low to the energy of photon hv, for the interaction between those two to 

happen the EB energy must be close to the energy of the photon but slightly lower than it. If 

the interaction of the photon occurs with a tightly bonded electron, then it is possible to 

state that the photon engaged with the complete atom. 

When photons contact with an atom, one of two things can happen:  

i) the photon disappears and some of its energy is transformed to negative or 

positive charged particles, electron-positron, or  

ii) the photon is dispersed. In this instance, one of the following things may occur:  

a) The resulting particle has the same energy as the initial photon, and no 

charged particle is formed. 

b) The dispersed photon has less energy than the incident photon; the energy 

surplus is delivered to a charged particle. 

The energy of the charged particles that are produced in the media because of photon 

interactions is deposited there by Coulomb interactions with the orbital electrons of the 

particular media. In the event that they have sufficient kinetic energy, they can irradiate it 

by interacting with the nuclei of this media via Coulomb interactions [16]. 
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Throughout a scattering event, the photon changes its trajectory of motion. When the 

energy of the scattered photon decreases, incoherent scattering takes place. When there is 

little or no energy loss throughout the scattering process, coherent scattering takes place. 

Other names for this phenomenon are elastic scattering and Rayleigh scattering. The target 

electron must be free and at rest at the time of the collision in order to adequately describe 

the motion of the scattering process. This hypothesis is only valid if the photon beam 

energy is much higher than the atomic electron's binding energies. 

At lesser energies of photons, the nucleus electrons' binding energies must be taken 

into account. After that time, the particle might scatter either from a single bound electron, 

incoherent scattering, or from every bound electron at once, phase-coherent scattering. In 

the latter case, the entire atom takes part in the process to maintain momentum [6]. 

A portion of the photon's energy is transferred to an electron in the atom's structure 

that undergoes incoherent scattering and is ejected from the atomic shell. This mechanism 

was initially explained by Compton, who presupposed that the electron was freely and at 

rest when it collided. The angle θ, angle of scattering, distributes the energy hv of the 

entering photon. The dispersed photon's energy, hv', is determined by the Compton 

equation. 

hν'=
hν

1+α(1-cosΘ)
 (1.14) 

where α=hν/(m0c
2) and m0 is the mass of the electron at rest. 

According to the equation, a photon loses no energy when it is scattered forward 

(θ=0). The dispersion of light at an angle of 180 degrees, or reverse scattering, causes the 

photon to lose the most energy. The percentage of scattering back photons reaches a limit 
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of m0c
2/2 =256 keV, at high photon energies and m0c

2/2= 511 keV, is the comparable limit 

threshold for 90° scattering. 

 

Figure 5 Compton Scattering effect visualization [17]. 

Ee=hv - hv' gives the electron energy to move. This energy becomes nothing when a 

photon scatters in front, and it gets its maximum value when a photon scatters behind, with 

Ee,max=(hv2α)/(1+2α).  

Klein and Nishina, who created the initial formula to determine the value of the 

Compton scattering cross-section, received credit for giving it a name. the cross-section of 

the per-electron differential is: 

deσKN(θ)

dΩ
=

re
2

2
(

hν

hν'
)

2

[
hν'

hν
+

hν

hν'
- sin

2
θ] (1.15) 

with re (2.818 fm) is the electron's fundamental radius. 

Equation 1.15 may be used to replace hv' in Equation 1.14 to calculate the overall 

Klein-Nishina cross-section of each electron. The outcome is: 

σKN=2πre
2 [

1+a

a2
(

2(1+a)

1+2a
-
ln(1+2a)

a
) +

ln(1+2a)

2a
-

1+3a

(1+2a)2
]

e

 

 (1.16) 
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Each atom has an overall cross-section of: 

σa
 

KN
=Z σe

 
KN

 (1.17) 

The secondary photon will go much further than the Compton electron, but the 

energy delivered to the Compton electron will be deposited at the point of contact. It is 

significant to separate the total cross-section into the amount of absorption (σa) and the 

amount of scatter (σs) components. 

σ=σa+σs (1.18) 

where  σa= 〈
Ee

hν
〉 σ  and  σs= 〈

hν'

hν
〉 σ 

The incoherent scattering function S(x,Z) is often used to quantify the impact of 

electron attachment on the incoherent scattering cross-section. The differential cross-

section for incoherent scattering per atom can be calculated by: 

daσincoh(θ)

dΩ
=

deσKN(θ)

dΩ
S(x,Z) (1.19) 

Normally, it is thought that the incoherent scattering function is a function of the 

movement of momentum and the atomic number, Z. The incoherent scattering function is 

related to the probability that the electron will be released from the atomic shell as a result 

of the movement of momentum x to the nucleus. Its lowest value is at =0, where S(x,Z)=0. 

As x gets closer to infinity, it increases monotonically and becomes closer to Z, or the 

number of electrons in an atom. The free electron cross-section is then used to represent the 

cross-section. At high photon energies, the cross-section for Compton scattering becomes 

apparent from all reflecting angles [12]. 

Low energies (hv -> 0) lead to a reduction of equation 1.15 to: 

deσTh(θ)

dΩ
=

re
2

2
(1+ cos2 θ) (1.20) 
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A free electron shifts in Thomson scattering in response to an electromagnetic wave's 

electric vector. This type of scattering is significant at low energy. The incident wave's 

frequency matches that of the shifting electron's emission. In this procedure, no energy is 

lost. Only the angle of displacement is changed during an impact. Quantum physics shows 

that Thomson scattering is an instance of Compton scattering when the input photon energy 

is zero. According to Joseph J. Thomson, the photon that enters the beam causes an atom's 

sort of semi-electron to enter a harmonic vibration. Then, applying the traditional approach, 

the cross-section for the re-emission of electromagnetic (EM) radiation due to the 

generated dipole vibration of the electrons was estimated. This type of photon elastic 

scattering is known as Thomson scattering. [4] 

 

 

Figure 6 Thomson scattering visualization [18]. 

Likewise, the total Thomson scattering cross-section for eq. 1.16 is: 

σe
 

Th
=

8π

3
re
2=0.655 b (1.21) 

This observation is crucial since it does not contain any energy-dependent 

components. It asserts that the electromagnetic waves' energy won't alter when they're 

reemitted. The Thomson classical cross-section, denoted by the notation eσTh, has the same 



Nikolaos Chatzisavvas PhD Thesis  Department of Industrial Design and Production Engineering  

University of West Attica, Greece 

 

43 

 

value (0.665 b) for all incoming photons [18]. The atomic cross section aσTh is as follows 

when compared to the electronic cross section eσTh: 

σa
 

Th
=Z σe

 
Th

 (1.22) 

Atomic electrons in coherent scattering symmetrically scatter the photon. The photon 

essentially loses no energy as it imparts momentum x to the atom while being scattered 

over the angle q. The pattern of interference typical of the atom's atomic number controls 

the angular deflection that results from the different electrons scattering in phase. The 

differential cross-section for coherent scattering is produced by multiplying the differential 

cross-section for Thomson scattering by the atomic structure factor F squared. 

deσcoh(θ)

dΩ
=

deσTh(θ)

dΩ
 F2(x,Z) (1.23) 

Similar to the incoherent scattering function, the atomic shape factor is a generic 

function of x. The front direction (θ=0), where F(0,Z)=Z, is where the form factor achieves 

its maximum value. It gets harder and harder for all electrons to scatter in phase without 

taking energy as x increases. On the flip side, for a given momentum exchange, the 

normalized shape factor F/Z grows with larger atomic numbers. For low photon energy, x 

is nearly zero at all refraction angles, and the total cross-section for coherent scattering is as 

follows: 

σa
 

coh
≅ σe

 
Th

Z2 (1.24) 

For a large portion of the energy range, x gets larger as energy gets larger while F 

stays small. Then, when the energy level increases, the cross-section falls roughly this way: 

σcoh∞ (hν)
-2 (1.25) 

Coherent scattering, or Rayleigh scattering, is a process whereby bound atomic 

electrons deflect photons. The contact causes the confined electrons to revert to their initial 
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condition, and the atom is neither excited nor ionized. The transmitted momentum is 

absorbed by the entire atom, its rebound energy is insignificant, and the dispersed photon 

has almost the same energy as the original photon. The scattering angles are minimal 

because the atom's recoil cannot generate atomic excitation or ionization. The term 

"Rayleigh scattering" honors scientist John W. Rayleigh, who in 1900 developed a standard 

model for the dispersion of electromagnetic radiation by atoms [19]. The effect is most 

apparent for absorption with a high atomic number Z and low photon energies hv, in the 

amount of energy region where electron binding effects considerably lower, Compton 

Klein-Nishina cross sections. Due to a coherent contribution from all electrons in the 

nucleus to the Rayleigh (i.e., coherent) atomic cross-section, the Rayleigh cross-section 

outperforms the Compton cross-section in the aforementioned energy level [4]. 

2.5 Photoelectric effect 

A photon particle is photoelectrically consumed when it encounters an atom. An 

atomic electron is ejected from one of the atomic rings with kinetic energy Ee. This is how 

its kinetic energy is determined: 

Ee=hv- EB (1.26) 

where EB is the binding force of the nucleus electron and hv is the energy of the 

colliding photon. The process is impossible when there is a free electron because 

momentum maintenance requires the atom's activity. Due to the nucleus' enormous bulk, 

the amount of energy that is communicated to the atom is minimal. 
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Figure 7 Photoelectric effect visualization [20]. 

The diagram in Figure 8 demonstrates that when photon energy declines, the cross-

section σpe for photoelectric absorption increases significantly. At energies that match the 

forces that bind the electrons in the atomic shells, a series of disruptions may be visible in 

the cross-section. At energies equivalent to the fundamental energies of the target material, 

these breaks appear [21]. A photon's energy is insufficient to free an electron from its shell 

below the absorption limit. The photon has sufficient energy to release the electron at just 

over-the-edge energies. The cross-section increases quickly as a result of more electrons 

that might potentially take part in the absorption task. When the cross-section increases 

near the absorption edge, the binding energy increases proportionately. The target 

material's atomic number has a big impact on the cross-section of photoelectric absorption. 

As a function of photon energy and atomic number, the cross-section per atom above the K 

absorption edge is depicted in eq. 1.27: 

σa
 

ph
≅Z4/(hν)3 (1.27) 
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Figure 8 Total photoelectric absorption cross-section for lead [22]. 

The cross-section rises with the increasing atomic number because of their 

exponential to the fourth power relationship and inverse exponential connection to the 

photon energy to the third power. This suggests that this process, particularly at high 

atomic numbers, has a major impact at low photon energy. It also clarifies the reasons why 

bones exhibit a large beam attenuation during soft tissue radiography. As the photon energy 

rises, the photoelectrons' angular distribution starts to be forward-directed, peaking at 

angles of π/2 to the forward-facing direction at low photon energies. After photoelectric 

absorption, a hole is left in the atomic shell. In order to fill the empty space, an electron 

from an outer shell is subsequently employed. The energy released is equivalent to the 

difference between an electron's binding energies in its two shells [22]. To remove the 

released energy, either a photon or an electron are expelled. The photon is referred to as a 

typical x-ray because of its fixed energy determined by the atomic number of the atom and 

the involved shells. Isotropically emitted x-rays have a distinctive spectrum. 

At energies slightly higher than the absorption edge, they could transfer a substantial 

part of the input photon energy. They are going to have a lesser photoelectric cross-section 

than the initial photon since their energy is lower compared to that of the absorption edge. 
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Electrons that are released after an electrical rearrangement are known as auger electrons. 

The Auger effect, which occurs spontaneously, is a phenomenon in atomic physics where 

an atom with an electron hole in the deepest (K) shell resets to a state of stability by 

releasing one or more electrons instead of producing a single x-ray photon. 

All atoms are composed of a positively charged nucleus and quantized electron 

shells. Through the use of electron bombardment, absorbing into the nucleus, or any other 

technique, if an electron from one of the inner shells is removed, an electron from another 

shell will move into the empty spot, letting go of energy that is swiftly lost by either 

producing an x-ray or by the Auger effect [23]. One electron is removed from one of the 

shells by the Auger effect's potential energy, causing the remaining atom with two electron 

holes. 

As soon as new holes get filled, the procedure will be repeated, emitting x-rays 

continuously. The possibility of an Auger electron being emitted is known as the Auger 

yield associated with that shell. The Auger yield drops as the atomic number lowers and the 

likelihood of generating Auger electrons and x-rays from the inner shell is roughly similar. 

When the photon energy hv reaches at least 2mec
2 = 1.022 MeV, pair production—the 

process by which the photon is turned into a pair of electron-positron becomes 

energetically feasible in conjunction with complete photon absorption [24].  

2.6 Pair and Triplet production 

For the effect to happen, energy, charge, and momentum must all be preserved. Pair 

creation occurs in the field of atomic electrons for photon energy greater than 4mc2, but the 

possibility is incredibly slim. This process is called triplet pair generation because it results 

in the creation of a second recoiled electron. In the production of photon-nucleus pairs, the 

stumbled energy of a heavy nucleus is negligible. Energy and charge may be kept even if 
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pair creation takes place in free air for hv > 2mec
2. However, the effect must take place in 

the Coulomb field of a collision particle that can effectively absorb a significant portion of 

the photon's momentum in order to preserve linear momentum. The photon energy hv is 

thus changed into: 

hν=2mec
2+EK+-EK- (1.28) 

where EK+ and EK- are the kinetic energies of positrons and electrons, respectively. 

The electron and positron energy distributions fluctuate between 0 and hv - 2mec
2. 

 

Figure 9 Pair and Triplet production visualization[25]. 

Just like in photoelectric absorption, the nucleus has to maintain momentum. The 

electron-positron pair splits its accessible kinetic energy almost equally on average. The 

likelihood of either particle absorbing most of the energy is low [26]. Both electrons are 

ejected in different directions. For energies greater than the limit of energy, the average 

angle θ of divergence from the photon direction is substantially bigger. 

θ̅≈
m0c2

E̅K

 (1.29) 

where    

E̅K=
1

2
(hν-1,022 MeV) (1.30) 
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The decay of an electron-positron pair produces photons in an opposite process. By 

decreasing its velocity, a positron pulls an electron. Then a positron atom, which resembles 

a hydrogen atom, is formed. The annihilation yields two photons with a total energy of 511 

keV [27]. When photons are emitted, they go in opposing directions. The likelihood of 

annihilation in-flight is smaller than ten percent. 

The cross-section for pair generation in the nuclear field is zero below the threshold. 

It then quickly rises as the energy grows, until it varies about as the square of the nuclear 

charge Z, i.e. 

σa
 

Pair
∞Z2 (1.31) 

The cross-section for triplet production varies approximately as Z at energy over the 

point of threshold. 

σa
 

Τr
∞Ζ (1.32) 

In hydrogen, triplet generation is as important as pair generation, although it loses 

significance in comparison to pair formation as the atomic number rises. The Z dependence 

of these processes is being reduced because, in high atomic number structures, the target 

objects' electric fields are filtered by the atomic electrons nearby. 

In a nuclear reaction, photons with energies larger than the nucleon's binding energy 

can be consumed. The reaction results in the expulsion of one or more nucleons. The fact 

that the nuclear photo-effect cross-section depends on the atomic number, Z, and the 

atomic mass, A, and consequently on the isotopic abundance in a sample of a particular 

element, complicates matters. Due to these discrepancies, it is difficult to find them in a 

table form. In contrast to the photoelectric effect, Compton scattering, and pair formation, 

the chance of a photonuclear reaction is much smaller [12]. Still, this reaction is important 
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in terms of radiation protection since it generates neutrons. Additionally, the procedure 

frequently leaves behind an unstable atom. These factors make this reaction essential in the 

field of high-energy electron accelerators. 

 

Figure 10 Total and partial cross-sections for Carbon and Lead [28]. 

In a wide range of energies, from 100 keV to 20 MeV, this phenomenon is 

particularly significant in a low atomic number material like carbon. Lead's 800 keV to 5 

MeV energy range is the only one in which incoherent scattering predominates in high 

atomic number materials. This is due to the process' considerable atomic number 

dependence and the fact that pair production starts at energies higher than 1.02 MeV. The 

pair production cross-section for both components approaches a fixed value of around 100 

MeV. 

The proportionate contribution of triplet production increases as the atomic number 

decreases. The nuclear photo effect significantly increases the total cross-section in a 

narrow energy window near the massive resonance peak. The nuclear photo effect takes 

place in carbon at photon energy greater than 10 MeV, but it occurs in lead at lower photon 

energies. Coherent scattering is usually never the main event. At low energies, it is of 
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greater significance than incoherent scattering; nonetheless, photoelectric absorption is by 

far the most important process [6]. 

2.7 Conclusions  

The electromagnetic waves were classified in this chapter based on their wavelength 

(λ), transmission medium (vacuum), and travelling with the speed of light. It is referred to 

as ionizing if such waves may ionize molecules and particles inside atomic structures. 

Three primary absorption processes, pair generation, triplet production, and photoelectric 

absorption, are used by photons in their stochastic interactions with other particles. When 

photons alter their travel trajectory, scattering processes known as coherent and incoherent 

scattering take place. Coherent scattering happens when there is little energy loss, but 

incoherent scattering happens when there is energy loss. Rayleigh scattering, Compton 

scattering, and Thomson scattering are further forms of scattering discussed in this chapter 

as well. 
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3 Radiation Dosimetry 

3.1 Introduction 

Radiation studies and research on radiation implications demand diverse radiation 

field characteristics at the place of interest as such. Radiation dosimetry is concerned with 

methods for quantifying the energy deposited in a particular material by either direct or 

indirect ionizing radiations [29]. A variety of parameters and units have been developed to 

describe the radiation beam, and the most regularly utilized dosimetric values and their 

units are listed here. 

3.2 Fluence 

A beam that consists of ions and thus carrying ionizing radiation, is explained better 

by a number of quantities such as: fluence of the particle, energy fluence, planar fluence 

rate, etc. These parameters are commonly used for analyzing particle beams more precisely 

photon beams but they could also be employed to address ion beams as well. The particle 

fluence Φ is defined as the ratio of dN by dA, where dN is the number of particles 

impacting a sphere with a cross-sectional space of dA: 

Φ=
dN

dA
 (1.33) 

The particle fluence metric is m-2. The usage of a sphere with a cross-sectional space 

dA conveys in the most basic manner that an area dA crosswise to the trajectory of each 

particle is considered, and hence particle fluence has no effect on the incidence angle of the 

radiation. 

Planar particle fluence is the total amount of particles passing the surface of a plane 

per unit area and is thus affected by the particle beam's degree of occurrence. The energy 
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fluence Ψ is defined as the ratio of dE by dA, where dE is the amount of radiant energy 

received on a sphere with a cross-sectional region of dA: 

Ψ=
dE

dA
 (1.34) 

J/m2 is the metric measure of energy fluence. The following relationship may be used 

to derive energy fluence from particle fluence: 

Ψ=
dN

dA
E=ΦE (1.35) 

at which E is the particle's energy and dN is the total amount of particles having 

energy E. Nearly all practical photon or particle beams contain multiple energies, a whole 

spectrum of energies, and the ideas stated previously must be applied to such beams. 

Particle fluence spectrum and energy fluence spectrum are notions that replace particle 

fluence and energy fluence, respectively. They can be calculated as follows: 

ΦΕ(Ε)=
dΦ

dE
(E) (1.36) 

And 

ΨE(E)=
dΨ

dE
(E)=

dΦ

dE
(E)E (1.37) 

where ΦE(E) and ΨE(E) denote the particle fluence spectrum and energy fluence 

spectrum partial differential in energy E, accordingly. 
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Figure 11 Photon Fluence and energy fluence for an x-ray source with W target, Be+Al+Cu filtration at 

250keV [29]. 

Figure 11 illustrates photon and energy fluence spectrums produced by a 250 kVp 

orthovoltage x-ray source with additional filtration of 1mm Al and 1.8mm Cu, target 

material tungsten W, and built-in filtration of 2mm Be. The two separate spikes overlaid 

across the continuous bremsstrahlung spectrum showed the tungsten target's distinctive x-

ray lines, Ka and Kb. 

3.3 KERMA - CEMA 

Kerma is an abbreviation for the amount of Kinetic Energy Released per unit Mass. It 

is a proven number that applies to ionizing radiations that are emitted indirectly, such as 

photons and neutrons. It calculates the mean value of energy converted from indirectly to 

directly ionizing radiation, without consideration for what happens because of this transfer 

[30]. In the following discussion, only photons will be considered. The energy of photons is 

transferred to matter in two stages. Photon radiation transmits energy to secondary charged 

particles like electrons at the first stage via numerous photon interactions, the photoelectric 

effect, the Compton Effect, pair production, etc. The ion transmits energy to the material in 

the second stage via atomic excitations and ionizations. 
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The kerma can be explained in this regard, as the average energy passed from 

indirectly ionizing radiation to charged particles like electrons in the material d𝐸𝑡𝑟 per unit 

mass dm: 

K=
dEtr

dm
 (1.38) 

Kerma is measured in joules per kilogram (J/kg). The gray (Gy) is the unit of kerma, 

with 1 Gy equaling 1 J/kg. 

Cema is an abbreviation for converted energy per unit mass. It is a real number that 

applies to directly ionizing radiations like electrons and protons. The cema C is the ratio of 

dEc by dm, where dEc is the energy loss by ions in collisions with a substance of mass dm: 

C=
dEc

dm
 (1.39) 

Cema is measured in joules per kilogram (J/kg). The gray (Gy) is the term given as 

the cema unit. 

3.4 Absorbed Dose 

The absorbed dose is a measured amount that may be used to both indirectly and 

directly ionize radiations. Energy is transferred to physical matter in two steps for 

indirectly ionizing radiations. In the first stage, resulting in kerma, indirectly ionizing 

radiation transfers energy to secondary ions as kinetic energy. In the second stage, these 

charged particles lose some of their energy as radiative losses and send some of their 

kinetic energy to the material, resulting in absorbed dosage [31]. The absorbed dosage is 

proportional to the random amount of energy delivered. The mean energy 𝜀 staged by 

ionizing radiation to a substance of mass m in a certain amount V is expressed as the 

absorbed dosage by: 
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D=
dε

dm
 (1.40) 

The total energy entering and leaving the volume of interest, while accounting for 

any mass-to-energy conversion occurring within the volume, equals the total energy 𝜀 

staged by ionizing radiation. For example, pair formation reduces energy by 1.022 MeV, 

but electron-positron annihilation enhances energy in roughly the same proportion. Because 

electrons flow across the medium and place energy along their paths, energy absorption 

does not occur at the same point as the energy transfer represented by kerma. The absorbed 

dosage is measured in joules per kilogram (J/kg). The gray (Gy) is a term given to the unit 

of absorbed dose. 

3.5 Conclusions 

Some fundamental information on radiation dosimetry was provided in this chapter, 

including the fact that metrics like particle fluence, energy fluence, and planar fluence, 

among others, are better able to describe ion beams transporting ionizing radiation. Kerma 

is a known quantity for kinetic energy released per unit mass, while Cema is a valid figure 

for converted energy per unit mass. Lastly the absorbed dose has been introduced as the 

measurement used for both indirectly and directly ionizing radiations. Ionizing radiation 

transfers energy to secondary ions as kinetic energy known as kerma, and charged particles 

lose some of their energy as radiative losses and send some of their kinetic energy to the 

material in the known as absorbed dosage. 
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4 Computed Tomography Radiology 

4.1 Introduction 

X-ray computed tomography (CT) can give unparalleled information on the interior 

blueprint of substances at length scales ranging from meters to tens of nanometers. It uses 

the piercing impact of x-rays to create a sequence of two-dimensional pictures of the item 

from various angles. This procedure is also known as a CT scan. These two-dimensional 

projections of the object are then employed by a calculated reconstruction technique to 

build a stack of divided slices. Through this procedure, the underlying structure of the item 

is represented digitally in a three-dimensional gray-scale image called a tomogram. The 

three-dimensional morphology may be seen by mathematically analyzing it, visually slicing 

it in any direction, digitally color-coding, or making translucent certain elements [79]. 

The fact that x-ray CT imaging is not damaging over other methods is one of its key 

benefits. This is crucial when looking at sensitive samples that are unable to be easily 

divided, like frozen edible substances [32], samples that shouldn't be harmed, like cultural 

artifacts [33], or samples where the stability of a science and technology component needs 

to be ensured before it becomes operational, like a generator's blade. This has contributed 

to the broad acceptance of CT as a medical diagnostic tool, as has the ability of 

contemporary CT equipment to work at x-ray levels that represent a comparatively minimal 

danger to people's well-being [34]. 

4.2 Fundamental of Computed Tomography  

The harmless element also makes continuous investigations of how things change in 

a three-dimensional structure possible, such as the development of a cancerous tumor under 

therapy [35], the production and assembly of goods [36], or the deterioration of goods in 

usage [37]. In this regard, CT scanning can be done either regularly in real-time, such as to 
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follow the progression of fluid within rock [39], fractures throughout the breakage of a 

specimen [40], or the disastrous thermally driven malfunction of a lithium-ion battery [41], 

or frequently in a time-lapse way like as to comply with the transformation of an embryo 

[38]. 

Every projection's measured contrast depends on how the substance interacts with x-

rays. Therefore, a variety of contrast settings are feasible to accommodate various scanning 

tasks. The intensity and phase shift of an electromagnetic x-ray pulse as it travels inside a 

solid substance depends on the refractive index, n: 

n=1-δ+iβ (1.41) 

with the real portion (δ) regulating the amount of phase shift and the imaginary part 

(β) affects the attenuation absorption, of the x-rays as they travel via the substance. While 

the actual component is used to get phase contrast, the former is used to create attenuation 

contrast. The x-ray absorption as it passes through the medium is expressed by the linear 

attenuation coefficient, μ, which is equal to 4πβ/λ, with λ being the x-ray wavelength [42]. 

The three fundamental operational elements of a CT machine are the specimen the 

platform, the x-ray detection device, and the x-ray source. The creation and usage of CT 

systems are governed by the engineering idea "form follows function" [43]. The 

function may be seen from two associated but slightly dissimilar angles: one governed by 

the items being seen and the other specified by the structure of the source of x-rays and 

detection device. 

For example, if the purpose is to scan an individual or an experimental pet, the shape 

will depend on how immobile the patient and their organs must be. Since the x-ray source 

and detector spin around the resting patient, the shape is a scanner that is housed in a 
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hospital or laboratory. When imaging in centimeter or millimeter scaled size specimens, it 

is ideal to keep the x-ray source and detection system fixed as the object turns. 

 

Figure 12 X-ray CT configurations. a) Gantry based system, b) Cone beam system, c) Parallel beam 

system, d) Slice of an attenuation contrast technique in tomography of a mouse embryo [44]. 

Realistic scanner types are determined by the x-ray source and the x-ray detector 

from the viewpoint of equipment operation. Usually, an x-ray tube or a synchrotron storage 

ring serves as the source in the majority of cases. Both times, the swift acceleration of 

electrons results in the production of x-rays. While there are only a few synchrotron 

facilities globally, each of which has hundreds of research workstations, x-ray tubes are 

somewhat easy to manufacture, plentiful, and affordable components that power laboratory 

and clinical CT machines. Each approach beams differ in terms of x-ray movement, source 

shape, and x-ray energy range [45], as explained below. 

A variety of x-ray energy is released by tube sources in the form of a cone-shaped, 

broad polychromatic beam that is typically white and has strong peaks that are specific to 
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the target substance. The electron boosting voltage determines the peak energy of this x-ray 

energy spectra. Tube source micro CT equipment [46] commonly uses the cone beam 

architecture to utilize as many photons as feasible that come from where they originate. 

A substantial sample volume is illuminated by the x-ray cone's uniform angle. 

Placing fewer samples toward the source and further away from the detector, will enhance 

the physical amplification of the picture by expanding the projection of the image across 

more detector pixels. This geometric magnification reduces the effective size that each 

voxel represents. Based on the needed resolution, scan timeframes generally range from 

minutes to hours. 

The Hounsfield scale is represented in relation to the linear attenuation coefficient of 

water at room temperature (μwater) in the ct picture, and the matrix of reconstructed linear 

attenuation coefficients (μmaterial) is translated into a corresponding matrix of Hounsfield 

units (HUmaterial) [47]: 

HUmaterial=
μ

material
-μ

water

μ
water

*1000 (1.42) 

As can be observed, HUair = -1000 (μmaterial = 0), HUwater = 0 (μmaterial = μwater), and 

HU = 1 is related to the linear attenuation coefficient of water at about 0.1 percent. It 

derives from the explanation of the HU that, for any material other than water and air, the 

HU values change when they are calculated at various tube voltages. The explanation is 

that different materials display the non-linear connection between their linear attenuation 

coefficient and that of water as an expression of the energies of the photons. This effect is 

especially noticeable in substances with a large effective atomic number, like bone and 

blood. The lowest bit depth that needs to be allocated to a pixel is 12, allowing for the 
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development of a typical Hounsfield scale ranging from [-1024, +3071] HU, encompassing 

the majority of clinically significant cells. 

4.3 X-ray source  

X-rays are created by bombarding a dense object with accelerating electrons. These 

electrons experience a constant cycle of collisions and scattering processes as they slow 

down, producing bremsstrahlung and characteristic radiation. However, the majority of the 

electron's momentum turns into thermal energy in the target, and very little of it is 

transformed into x-ray photons. The x-ray generating mechanism determines the energy 

spectrum's structure. It's important to remember that the energy spectra depict the 

radiation's strength over the entire beam's energy band [80]. 

The emission of distinctive x-rays is caused by coulomb reactions that occur between 

incoming electrons and the atom's electron cloud of the target material. The electron gets 

thrown out when a rapidly moving electron collides with an electron in a nucleus's 

distinctive shell and its kinetic energy is greater than the binding energy of the electron in 

that shell. In the internal K shell, the binding energy is greatest, and it diminishes in the 

outer shells [48]. Since the energy of the photon released in this process is characteristic of 

each individual atomic structure, the binding energies for the shells of various substances 

differ [49]. 

Characteristic radiation is released for electron transitions to the K and L shells. The 

position of the electron filling the vacancy is indicated by the suffixes (a, b, g, etc.), where 

a indicates the move from the outermost shell immediately following it, b to the outer shell 

after that, and so forth. Ka radiation is produced by L-to-K shell transitions, Kb radiation is 

produced by M-to-K shell transitions, and so on [6]. 
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Bremsstrahlung, which translates to braking radiation in German, is an appropriate 

word to describe this phenomenon. When light-charged particles such as electrons and 

positrons, interact with heavier charged particles, such as those particles which can be 

found in atomic nuclei, they lose kinetic energy, which converts to electromagnetic 

radiation known as bremsstrahlung radiation. The supply of the electron's kinetic energy, 

the target's width, and its atomic number Z all play a role in the formation of the 

bremsstrahlung spectrum in an x-ray source [50]. 

The x-ray tube, which is illustrated in Figure 13 requires three key elements in order 

to function properly and generate bremsstrahlung and distinctive radiation. The 

fundamental parts of an x-ray tube are, a source of electrons from a hot tungsten 

filament with a narrowing cup acting as the tube cathode, an anode or target, and a tube 

enclosure that preserves the inner vacuum. The electrical current that flows from the 

cathode to the anode is controlled by an electrical current that heats the filament by 

regulating the thermal release of electrons. The acceleration potential variation between the 

cathode and anode controls both x-ray energy and yield. The two main systems that operate 

throughout the x-ray tube are the filament circuit and the tube voltage circuit. 

 

Figure 13 Basic X-ray tube visualization [6]. 

An electric field is created by the combination of the cathode filament, concentrating 

cup, anode terrain, and tube electricity, which drives electrons in the direction of the 
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anode's concentrated location. In x-ray tubes with a pair of focal points, two separate 

filament/cup systems are frequently utilized. The level of focus is controlled by the 

possibility of variations or biased voltage between the filament and the centering electrode. 

As the adverse bias voltage at the concentrating cup rises, the focus will get smaller and 

finally, the current of electrons will stop flowing. 

For conventional radiographic purposes, the anode has to have a high bremsstrahlung 

yield, which necessitates the use of substances with high atomic numbers (Z) [51]. The 

thermal parameters must also be set so that the highest practicable heat, such as is 

established by high melting point, vapor pressure, heat transmission, heat concentration, 

and density, is taken into account due to the poor effectiveness of x-ray production. 

Tungsten (Z = 74) is the finest material in this situation. The x-ray field's center ray is 

parallel to the tube axis, and the anode is inclined toward it. Wherever the electrons reach 

the anode in the electrically powered focus depends on the cathode filament's height. 

Contrary to its intended use, diagnostic tubes' anode angles can range from 6° to 22°, 

with 10° to 16° representing the most typical. The peripheral dimension of the focus size is 

determined by the filament coil thickness and the intensity of the focusing cup activity. The 

ability to reduce anode angles and achieve smaller effective focus sizes is constrained by 

the size of the anode's field of view required to shut off the x-ray beam [52]. 

4.4 Conclusions 

This chapter introduces computed tomography (CT) using x-ray beams. The basic 

working concept of the computed tomography system is presented, along with an abstract 

idea of the system's components, such as the specimen platform, x-ray detecting device, 

and x-ray source. The Hounsfield scale is also shown since output reconstructed CT image 

files are saved in that scale. Additionally, it is stated how x-ray beams are produced by the 
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bremsstrahlung process and distinctive radiation. Additionally, the basic components of an 

x-ray tube are described. 
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5 Nuclear Imaging SPECT 

5.1 Introduction 

The healthcare imaging method known as single-photon emission computed 

tomography, SPECT, is often utilized in clinics for treatment checking and diagnostic 

procedures. They are frequently referred to as nuclear medicine imaging or molecular 

imaging techniques, alongside positron emission tomography, PET [53]. The true SPECT 

system wasn't made practicable until 1957, at that time when Hal Anger created the idea of 

the planar still gamma camera [54], commonly referred to as the Anger camera. That was 

the beginning so that the first SPECT system would be built, however without the 

technologies of PET and CT systems it would not be possible for the SPECT to mature 

from separate images [55] scanning to tomographic scanning. For Emission Computed 

Tomography (ECT) systems to advance and become helpful in clinics, another ten years 

were required [56]. Many unique systems were developed in the late 1960s and early 1970s 

for a variety of specialized uses, including heart and brain imaging [57]. Due to their 

adaptability, twin or triple camera for general-purpose SPECT scanners dominated the 

clinic by the middle and end of the 1980s [58]. 

The first SPECT/CT system was shown in 1992 by a team at the University of 

California, San Francisco, UCSF [59]. The 2002 release of the GE Hawkeye system 

marked the beginning of commercially viable SPECT/CT. SPECT/CT can significantly 

increase the precision of diagnosis by integrating the benefits of the functional information 

from SPECT with the anatomical data from CT. SPECT systems have progressed steadily 

during the last 30 years. With the advancement of better technology for computers, better 

sensors, probabilistic iterative reconstruction methods, and radiation treatments, 

contemporary SPECT is now a significant tool for both evaluation and treatment in 

individualized precision healthcare [60]. 
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5.2 Basic SPECT concepts 

SPECT imaging has made use of a variety of radioactive substances. During 

radioactive decay, these substances release gamma photons with distinct energies, known 

as photo peaks. The gamma-ray release can come from a variety of decay modes, including 

beta emission (β-, γ), numerous transitions and conversions as well as a lot of types of 

electron capture. Among these are radionuclides that decay via β-, γ mode, which generates 

electrons that can be employed in treatment to destroy cancer cells when linked to the 

appropriate medicines [81]. 

A SPECT structure's primary elements are the gamma ray detector or head, 

the gantry, and the acquisition computational system. The detector’s heads are positioned 

on a gantry, which includes the machinery for moving and rotating the detector 

arrangement around a bed. An acquisition console system controls the whole arrangement, 

which may autonomously do the whole procedure. Figure 14 depicts a modern SPECT/CT 

from different angles; this system is from the University hospital of Larissa, Greece. The 

model name is AnyScan S Flex system, with dual head detectors. 
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Figure 14 AnyScan S Flex system, with dual head detectors. 

A photon detectors catch arriving photons and transforms their energy into electrical 

signals that processors can analyze. A detector Head has four basic components: the 

collimator, the light guide, the scintillation crystal and an array of photomultiplier tubes, as 

it can be observed in Figure 15. When photons arrive at the detector’s head, they first 

contact the collimator. The collimator functions similarly to a filter, because it allows only 

parallel photons to reach the light guide and the other parts of the detector’s head. The 

collimator is an arrangement of small openings composed of high-density absorbing metals 

such as lead. Only photon particles moving in the exact same direction as the collimator 

holes will be able to pass by and hit the scintillation crystal. All other particles will be 

collected in the collimator, but there will always be a small angle that photons will pass 

through depending on the collimator’s type. 

 

Figure 15 Basic assembly of a typical SPECT detector [61]. 

In tomographic imaging there are a lot of different collimators for different use cases. 

There are parallel hole collimators, converging holes’ collimators, diverging holes’ 

collimators and pinhole collimators as it can be seen in Figure 16. Most clinical uses can be 

done with parallel hole collimator, however pinhole and converging collimators are used in 

special cases such as brain scanning, tiny organ scanning, animal scanning, preclinical 
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scanning [62]. Divergent collimators are rarely used in hospitals because of their low 

spatial resolution and effectiveness. 

 

Figure 16 Visualization for various types of SPECT detector collimators [61]. 

The pinhole collimator has a high spatial resolution but low effectiveness, especially 

in regions remote from the pinhole. As a result, the field of view is restricted to the 

immediate local area of the pinhole. Multiple pinholes can be employed to boost 

performance. A pinhole collimator is useful for imaging tiny organs like the thyroid that 

may be placed close to the collimator. It is also often employed in preclinical methods for 

imaging tiny animals like mice, where great spatial resolution is required [63]. 

The majority of photons going through the collimator will be caught by the 

scintillation crystal. The energy released in the crystal is transformed into light that is 

visible by scintillation, which is then detected by an array of PMTs combined to the out of 

the crystal and generates an electrical current pulse equivalent to the amount of input light 

photons, which subsequently, in turn, has a relation to the energy of the gamma photon. 

The sodium iodide (NaI) crystal is one of the most often utilized scintillation crystals in 
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SPECT. They have strong stopping power, an excellent photon yield, and are quite 

affordable to produce [82]. 

5.3 Basic principles for reconstructing projections to image  

The goal of tomographic image reconstruction aims to produce a cross-sectional 

picture of the movement of radiotracer emission from the scanner's recorded data. The 

various techniques used for tomographic reconstruction can be classified as analytical or 

iterative. Analytical reconstruction approaches provide a quick and straightforward 

mathematical solution to the image's problems without attempting to represent the 

stochastic character of the gamma-ray calculating operation [64]. A more thorough 

overview of the imaging process provides the foundation for statistically significant 

iterative approaches, which leads to a more challenging mathematical solution and several 

phases to produce the desired image [65]. 

Tomographic images produced from SPECT most of the times follow two-

dimensional imaging set up by considering lines of response, LORs, lying within a 

predetermined plane. Figure 17 has a visualization of the image that is being scanned and 

the collection of a two dimensional function f(x,y). Each point of data for the projections 

can be described as a mathematical expression p(xr,f) [66], for all distances xr that are 

collected at an angle φ which can take values between [0,2π]. All xr values have a 

relationship with all original coordinates as follows:  

[
x

y] = [
cosφ -sinφ

sinφ cosφ
] [

xr

y
r
]  (1.43) 
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Figure 17 LOR example in two dimensions [53]. 

As it can be observed in Figure 18 the visualization of the process of collecting 

projections at a certain angle f. The equivalent to the Radon function [67] is the integral 

transformation of f(x,y)  p(xr,φ): 

TR[f(x,y)]=p(xr,φ)= ∫ f(x,y)dy
r

∞

-∞

 (1.44) 
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Figure 18 Visualizing the integration of f(x,y) to form p(xr,φ) [53]. 

The function p(xr,φ) is often referred to as the sinogram because a stationary point in 

the picture follows a sinusoidal pattern in the projection space, as it can be observed in 

Figure 19. In few words, a sinogram for a generic object is the combination of all sinusoids 

matching to the scanned item's points of activity. 



Nikolaos Chatzisavvas PhD Thesis  Department of Industrial Design and Production Engineering  

University of West Attica, Greece 

 

72 

 

 

Figure 19 Visualization of the relationship between a (x0,y0) point integrated into a sinogram [53]. 

The determination of the inverse Radon Transform TR
-1 is essential for the 

reconstruction of an undefined distribution. The essential connection in analytical 

reconstruction is the central section theorem. According to this theorem, an area taken 

through the center of an item's two-dimensional Fourier transform at a certain angle is 

identical to the Fourier transform of a first-dimensional projection [68]: 

P(uxr,φ)=F(vx,vy)|uyr=0 (1.45) 

Where F1{p (xr, φ)} =P (uxr, φ) refers to the first dimensional Fourier transform of a 

projection set, the F2{f (x, y)} = F (vx, vy) is the Fourier transform of the original item. 
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With few words the central section theorem suggest that if P(uxr,φ) is identified at all angles 

[0,π], then the identification of the function F(vx, vy) is an easy job. By applying the inverse 

Fourier on the function F(vx, vy) then the unknown item f(x, y) becomes known.  

 

Figure 20Visualization of the central section theorem [53]. 

5.4 Back projection and Filtered Back projection. 

Before doing reconstruction a crucial step is to calculate the back-projection b(x, y), 

which can be said that is a method of identifying an picture array back from the function 

p(xr, φ) utilizing the particular LOR and the angle φ.  

b(x,y)= ∫ p(xr,φ)dφ

π

0

 (1.45) 

Since the projection stage disguised the source of the values, an equal amount will be 

applied to each element across the LOR. The picture will not be returned by a direct back-

projection of all the gathered projections due to oversampling in the Fourier transform's 

central region. The Fourier space is filled in by each projection, which causes oversampling 

in the middle and under sampling at the edges. For the contributions to be distributed 

equally across the field of view FOV, this oversampling has to be reweighted. In theory, 
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the two-dimensional cone filter u=√ux
2+uy

2, which emphasizes values at the borders of the 

Fourier space and mask values at the center of the Fourier space, must be used to filter the 

Fourier transform of the back-projected picture. Here's how this operation is summed up: 

F(ux,uy)=uB(ux, uy) (1.46) 

Where the B(ux, uy) is the Fourier transformation of the back-projected picture and 

F(ux,uy) is the Fourier transform of the back-projected and filtered picture. If the inverse 

Fourier to F(ux,uy) is applied then the original image f(x,y) will be returned. This method 

also has the name back-projection-filtering image reconstruction (BPF). 

Filtered back-projection (FBP) is also a very common method just like BPF with the 

difference that the function is filtered and afterwards back-projected. 

f(x,y)= ∫ pF(xr,φ)dφ

π

0

 (1.47) 

Where the pF(xr,φ) is calculated as follows:  

pF(xr,φ)=F1
-1{|uxr|F1{p(xr,φ)}} (1.48) 

In this case the oversampling of the Fourier transform is being corrected before using 

the inverse Fourier. The term |uxr| is a part of simple symmetry to the cone filter u=√ux
2+uy

2. 

By nature the process of FBP is unstable due to the fact that small changes on the data 

pF(xr,φ) can direct an unprecedented outcome of the estimate to f(x,y). Because in most 

cases the detection of particles is a stochastic function it is hard to bound the solution’s 

space in order to have natural values that can represent stochastic physical phenomena. 

Utilizing a plain smoothing technique can bring us a picture reconstruction solution that 

can be regulated and evaluated. So the calculation of the FBP solution is as follows:  
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f(x,y)≈ f̃(x,y)= ∫ F1
-1{W(

π

0

uxr)|uxr|F
1{p(xr,φ)}} (1.49) 

Here the observation is that f̃(x,y) is the solution estimate for f(x,y), the function W(uxr) is 

the key to smooth and bound the final result. There is a great deal of effort to properly 

determine the function W(uxr), because a correct shape in this function can bring low noise 

to signal ratio and also determine the resolution of the final picture. 

5.5 Image reconstruction via iteration methods 

Fast calculation of tomographic pictures is often possible using analytical 

reconstruction techniques like FBP. The generated pictures can show considerable flaws 

since the FBP model does not accurately reflect real obtained SPECT data. Iterative 

methodologies, as opposed to analytical techniques, can simulate the translation from 

source to detector without directly calculating a line-integral. Additionally, statistical 

representations of noise and attenuation processes are included in iterative reconstruction 

methods during the imaging process. These enhancements come at the expense of a more 

challenging mathematical issue than the calculation of the inverse Radon transformation 

function. They're either not offering a straight analytical answer or the processing power at 

hand prevents finding one. Therefore, these accurate solutions are frequently solved with 

techniques that continuously enhance the predicted picture. Accuracy against efficiency is 

the main sacrifice between iterative approaches and FBP. Each iterative approach calls for 

a particular amount of back-projection and projection processing to be performed. As a 

result, they require much more computing time than FBP. The computing load of iterative 

approaches has been reduced because of improvements in calculation speed and more 

efficient algorithms, which has led to a rise in overall clinical adoption.  

Iterative techniques typically include five parts. A model of the image makes up the 

first part. For two-dimensional visual components, this is generally a separation of the 
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image area into N separate pixels, whereas, for three-dimensional visual components, this 

is a separation of the image area into voxels. Other models, such as spherical parts [69] 

with overflowing borders, have been suggested. 

A system model that connects the picture to the data within it is the second part. The 

imaging system is characterized by the system model or system matrix (SM), wherein one 

element, Aij, stands for the likelihood that signal from pixel j would be observed in 

projection i. 

A framework for the data, which is the third part, defines the correlation between the 

measured value and the predicted value of the analysis in statistical approaches. This model 

describes the deviations from the projected mean values of the metrics. The majority of 

techniques use a Poisson model because photon detection has a Poisson distribution [70]. 

Despite the Poisson model accurately describing SPECT imaging, the results cease to 

exhibit Poisson statistics once random, scatter and attenuation adjustments have been made. 

To increase model accuracy, other models have been suggested, including Gaussian 

models, displaced Poisson models [71], and estimates of the Poisson model [72]. 

 

Figure 21 Visualization of the MLEM algorithm workflow [70]. 
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With the picture definition, the metrics, and the system that connects the two, the 

fourth part must be what determines the best image. In mathematics, the controlling rule is 

frequently represented as a cost or objective function. The Maximum Likelihood (ML) 

procedure, a widely known statistical estimating technique, is the most often utilized 

premise in iterative reconstruction [73]. Because ML estimators are simultaneously 

unbiased that is, the estimates grow accurate as the number of events increases, they are 

favorable. Additionally, it has been demonstrated that these estimators offer the smallest 

variance of all conceivable unbiased estimation tools, producing a result with lower noise 

than other unbiased estimation methods [74]. 

An algorithm that gets the best image approximation or improves the cost function 

makes up the last part of iterative approaches. Numerous techniques, including the most 

popular expectation maximization (EM) algorithm initially published in 1977 [75] and 

gradient-based algorithms [76], have been suggested in the available research. A numerical 

approach for arriving at a maximum likelihood estimate (MLE) is provided by the EM 

algorithm. Since its debut in 1982 [77], the ML-EM algorithm has served as a base for 

many additional approaches as well as the most well-liked statistical reconstruction 

techniques. In 1994, a modification of the ML-EM method was published to address the 

issue of delayed convergence [78]. For each picture update, the ordered subsets expectation 

maximization (OSEM) algorithm employs subsets of the full data set, as the name implies. 

The OSEM algorithm becomes the ML-EM algorithm whenever just one subset is utilized. 

5.6 Conclusions  

The nuclear imaging SPECT technology is discussed in this chapter. The 

fundamental operating principles for the SPECT tomographic system are covered and 

introduced. In addition, the gantry, source, and head of the SPECT are discussed. 

Additionally, the two-dimensional image reconstruction approach has been analyzed for 
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systems like SPECT and CT which utilize projections. Lastly iterative and back projection 

techniques are presented. 
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6 Monte Carlo Computational Techniques 

6.1 Introduction 

With the use of statistical and continuous random sampling, the fundamental goal of 

Monte Carlo was to accurately represent an actual stochastic phenomenon. The Monte 

Carlo (MC) technique for calculation, which employs statistical sampling techniques to get 

a probabilistic approximation to the solution of a mathematical problem or model, was 

created in the 1940s [83]. Researchers at the Los Alamos National Laboratory were the 

very first to employ Monte Carlo simulation to imitate the random distribution of neutrons. 

The scientist who created this modeling method titled it "Monte Carlo" from the town of 

Monaco and its numerous casinos [84]. MC simulations are employed in a variety of fields, 

including physics, economics, earthquake forecasting, and aeronautical engineering. 

Statistical methods are used in the Monte Carlo analysis to model actual stochastic systems. 

Prior to using Monte Carlo simulation, it is necessary to specify the statistical distribution 

of the event that will be depicted. In addition to testing with the model to draw conclusions 

about it, MC simulation provides a flexible tool for researching and assessing complicated 

stochastic systems [85]. 

A second, distinct set of random numbers won't yield exactly the same results as the 

initial set, but they will give results that are between the boundaries of statistical 

uncertainty of the results of the first run. Monte Carlo methods may be used to study a huge 

diversity of physical events [86]. Examining models that can be approximatively or 

spontaneously divided. The subsequent steps [87] are frequently employed for a Monte 

Carlo computation of a real-world event:  

i) Creation of an abstract model.  

ii) Recognition of input statistics. 
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iii) Generation of random variables.  

iv) Evaluation and decision-making. 

i) Creation of an abstract model: Each Monte Carlo experiment starts by building a model 

with predictable behavior that closely resembles the system in the actual world. In this 

predictable model, the input parameters are employed at their most probable value or 

default scenario. In order to transform the outcomes of the given input data into the 

required output, mathematical connections, mostly statistical are utilized. 

ii) Recognition of input statistics: Following the satisfaction of the probabilistic model, 

risk-associated elements are added to the simulation. The identification of the basic 

distributions that affect the input variables are a difficult task due to the risks caused by the 

random nature of the variables being used. This stage needs previous information for the 

input values. 

iii) Generation of random parameters: After the finding of the underlying values of the 

input parameters, a set of random numbers is generated based on these distributions. One 

value will be produced for each of the input parameters in the deterministic model, from a 

collection of fifty random integers to produce a single set of results. After then, the process 

is repeated by producing more random number sets, each for every input distribution, and 

assembling several collections of potential results. This part is the core of the Monte Carlo 

simulation. 

iv) Evaluation and decision-making: After the collection of an instance of simulated 

outcomes, a statistical evaluation is performed on the data. This stage provides statistical 

support for any conclusions drawn after the computerized model completed its run. 

Two well-known fields where Monte Carlo is employed include stochastic mechanics 

and continuous particle transport theories. A very particular sampling strategy contains the 
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first type of calculations, which are not further detailed. The second field is based on a 

computational model of a number of exciting unpredictable scenarios and covers issues 

such as transport of neutrons, shielding, nuclear reactor's physics, cosmic radiation etc. 

The three problem types of optimization, solving numerical integration, and 

producing selections from a probability distribution [88] are where Monte Carlo techniques 

are most frequently applied. Monte Carlo techniques may simulate systems with numerous 

connected levels of autonomy, including liquids, unstable materials, highly interconnected 

solids, and structures in cells, in physics-related issues. Additional cases involve simulating 

input-dependent processes, such as calculating risk in business and simulating multi-

dimensional specific integrals having intricate limit conditions in calculus. When applied to 

technological challenges, Monte Carlo-based forecasts of malfunction, excess costs, and 

unexpected delays are typically better than human judgment or other approaches [89].  

In theory, every issue with a probabilistic approach may be solved using Monte Carlo 

techniques. The practical mean from separate samples of the parameter can be used to 

approach integrals that are characterized by a predicted value for a particular random 

variable according to the law of large numbers. Let’s see a practical example and one of the 

most known simple example of Monte Carlo usage [90], the geometrical estimation of pi. 

Utilizing a simple algorithm, with simple steps, the estimation of the value of pi is 

possible. 

1. Create points inside a square. 

2. Identify the points that are inside the circle. 

3. Plot the points. 

4. Plot the estimated value of pi. 
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a b 

Figure 22 Geometrical pi estimation (500 points), a) Plot of points, b) end result estimator [91]. 

  

a b 

Figure 23 Geometrical pi estimation (50,000 points), a) Plot of points, b) end result estimator [91]. 

From Cartesian geometry the area of the circle divided by the area of the square is 

equal to pi/4.  

π

4
=

Acircle

Asquare

 (2.1) 
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Where Acircle is the area of the circle and Asquare is the area of the square. Utilizing a 

uniform random number generator, the Monte Carlo method would generate points in that 

square including areas that the circle overlap. Now the value of pi can be approximated by:  

π≈4
Ncircle

Ntotal

 (2.2) 

 Where Ncircle is the number of points inside the circle area and Ntotal is the total 

number of points generated inside the square area. As seen in Figures 22 and 23 as the 

number of points increases the Monte Carlo method converges faster and the estimation 

error drops in satisfactory levels. 

6.2 Random Variables  

Typically, results are assigned values in numbers so as to be mathematically handled. 

These numerical values are referred to as random variables. A random variable, like a 

result, can be discrete or continuous. A discrete random variable may symbolize the end 

result of a rolling dice throw, whereas a continuous random variable may describe the 

duration among electrons produced by a radioactive material. Two functions have been 

established for any random variable (x): the probability density function (pdf) and the 

cumulative distribution function (cdf).  

A random variable that is discrete has a probability density function that expresses 

the likelihood that the end result of a random process will be xn. It should be noted that the 

pdf must be normalized to ensure the chance of receiving any of those potential events is 

precisely one. The cumulative distribution function cdf(x) expresses the likelihood that the 

random process's output has a value less than xn. Assume a continuous random variable (x) 

with a range of values {a, b}. The probability density function pdf(x) represents the 

likelihood that the random variable x will take a value between x and x + some small 
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value dx. It is worth noting that p(x) is defined in such a way that the chance of receiving 

any amount of x in the range [a, b] is the same as one. The cumulative distribution function 

cdf(x) shows the likelihood of a random variable is going to have a number less than or 

equal to x. The pdf and cdf must have a few key features for Monte Carlo, including  

1. The pdf must constantly be positive.  

2. The cdf is a non-decreasing, constant-value function of its random parameter. 

3. The pdf is normalized so that the cdf that corresponds to it ranges from {0,1}. 

6.3 Random number Generators RNGs 

Random numbers, also known as RNs, are a critical component of any kind of Monte 

Carlo modeling. The reliability of the random numbers utilized determines the degree of 

accuracy of any Monte Carlo simulation. If the generated numbers form a uniform 

distribution, a significant amount of unpredictability is attained. As a result, researchers 

must create methods for producing random number series that have a long duration before 

going over and don't need a great deal of money to manufacture. Random number 

generators were first utilized on computing devices by John von Neumann [92], who used 

them to conduct Monte Carlo simulation [93]. Several methods [94] for the production of 

random numbers have been proposed since then [95]. The standard technology consumer 

[96] believes that the issue of computer-generated uniform unpredictability numbers has 

been answered [97]. Despite substantial advances in the production of fruitful generators, 

yet remain unacceptable or unfit generators that produce unpleasant effects. As a result, 

each Monte Carlo participant must be conscious of the difficulties and restrictions. There 

are basically two ways for producing random numbers. Algorithmic and experimental [91]. 
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An experiment, or physical procedure, is used to create a series of random numbers 

which are kept in records within a computer system. For instance, the total amount of 

a radioactive substance breakdowns [98] during a specific time span. 

Algorithmic: To create random numbers, an algorithm is utilized. Due to its 

predictable character, this technique is known as a pseudo-random number generator or 

PRNG, and the numbers related to this can be described as pseudo-random numbers or 

PRNs. Every technique has benefits as well as drawbacks that influence its utilization. 

The following are crucial considerations while choosing the best approach:  

a) Randomness: Every number ought to be truly random, with a uniform 

distribution. Randomness is obtained in the experimentation approach if the 

setup maintains a uniform distribution. The resultant sequence must pass 

numerous statistical criteria in the algorithmic technique.  

b) Reproducibility: In order to evaluate a simulation technique, the random number 

series must be reproducible. 

c) Length of the generated random number series: Numerous millions of random 

numbers are required to execute a Monte Carlo experiment for genuine scientific 

issues; hence, the generator must be capable of producing a significant amount 

of random numbers. 

d) System memory: The generator ought to avoid using an excessive amount of 

computer memory.  

e) Production time: The quantity of duration required to produce an arrangement of 

random numbers shouldn't be significant, like days. 

f) Computer time: the volume of cpu time required to create the numbers ought to 

be much less than the time required to run the simulation. 
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In fact, the algorithmic technique is the favored option since the order of operations is 

repeatable and needs very little effort. It is required to execute a series of randomness trials 

and to observe and measure the moment at which the generator repeats its sequence and 

losses it's unpredictability, when employing any algorithmic unit. The parts that follow go 

through several algorithmic pseudo-random number generators and randomness testing 

methodologies. A decent PRNG must provide a series of consistently dispersed random 

numbers in the (0, 1) region. It ought to have a lengthy term and satisfy a variety of 

randomization evaluations. Congruential [94] and multiple recursive [99] generators are the 

most widely employed. 

If a pseudo random generator of numbers satisfies a variety of randomness 

evaluations, only then it is accepted. Numerous randomness investigations [92] have been 

developed that examine a variety of factors in order to determine the independence and 

uniformity of a random number series. There are several trials that look at random numbers 

both as an entire number and as a sequence of digits [100]. Instances include the x2-test 

[101], which calculates the difference between the sample and the presumptive probability 

distribution. The randomness generated by a certain generator may also be tested using a 

number of other tests [90], such as the likelihood ratio test, the gap test, the poker test, the 

moment test, the serial correlation test, and the serial test through charting, to mention a 

few. 

Monte Carlo simulation can effectively simulate a physical phenomenon by randomly 

sample pdf or cdf functions. A simulation may be done in order to approximate the 

distribution of a target function; to approach some statistical quantities of the particular 

distribution by simulation or optimizing the solution by minimize or maximize a target’s 

function [102]. The purpose of the computation is often a calculation of an integral of a 

continuous distribution or the calculation of a sum of a discrete distribution, therefore it is 
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computationally challenging. Numerous factors, including the number of random variables, 

the unpredictability of the field, the degree of noise in the data, the dearth of evaluations, 

and others, might make the computation unattainable. Frequently, through direct or indirect 

means through a computational simulation, it is likely to determine or approximate the 

probability distributions of the crucial random variables in these kinds of situations. 

Sampling is able to be utilized rather than determining the value exactly. From the 

probability distribution, samples could be chosen at random and utilized to get close to the 

target amount. The foundational idea of Monte Carlo refers to this broad category of 

methods for randomly picking samples from a probability distribution. 

6.4 Modelling Particle Trajectories – Tracks 

Planning an abstract model for physics particle Monte Carlo simulation would 

consists of the following parts:  

a) Particle source: A source function specifies the probability distributions for all the 

variables of every particle that was generated. These variables contain phase 

coordinates and internal dimensions of autonomy, as well as the specific kind of 

particles. 

b) Time dynamic modelling: In certain circumstances, system characteristics alter over 

time as a result of radiation. Typically, changes in shape and material qualities 

occur. 

c) Geometry and Materials: While choosing the geometry, it's crucial to consider the 

size of the simulation volume and which items should be included in the 

simulations. Also an important part of the simulation is the identification of 

materials to different types of objects with various geometries and associate that 

geometry with the material that an item consists. 
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d) Physics definition: In order to plan Monte Carlo simulations, it is necessary to 

identify the solutions to a number of significant physics-related questions. 

e) Selecting tallies: Another topic that must be answered is how and what quantities 

are computed. Also a determination of what is the outcome of the simulation is 

determined in this section of the planning. 

f) Simulation time optimizations: Monte carlo optimization almost all the time means 

variance reduction. The phrase variance reduction, refers to a collection of 

techniques that lessen statistical uncertainty without skewing the outcome or adding 

systematic mistakes ideally. 

Since neutral particle movement simulation is considerably simpler to model than 

charged particle movement, a good starting point is to analyze the neutral particle trajectory 

model. The trajectory is created once a particle departs the source until it is either absorbed, 

escapes the computational region, or has energy under the tracking cut-off. Secondary and 

higher-generation produced particles are treated in the same way [103]. The known as 

phase space source is one kind of significant source. The phase vectors of all particles 

reaching the scoring surface are recorded in a phase space file during the initial 

computation, which also defines a scoring field. Particle paths begin at this scoring field in 

all future operations, with the initial coordinates received from a file. This approach is 

meant for issues where a specific section of the system, closest to the source, remains 

constant between computations while other parts of the system vary. Significant processing 

time may be saved in this instance since no more simulation of the initial stage of the 

system is required for each new configuration of the variable components of other parts of 

that system. 

In other words, the same general algorithm is used for charged particles and neutral 

particles. The drawback of this approach is the slowness of the algorithms due to the 
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interaction cross sections being typically orders of magnitude larger for charged particles 

than for neutral particles. The drawback of this approach is the slowness of the algorithms 

due to the interaction cross sections being typically orders of magnitude larger for charged 

particles than for neutral particles. In a nutshell, charged particles and neutral particles both 

follow the same basic method. The disadvantage of this method is the speed of the 

algorithms since ion interaction cross sections are often orders of magnitude bigger than 

neutral particle interaction cross sections [104]. Charged particles approaches for faster 

calculations involves better approximations of the Boltzmann equation and other 

approaches for problem specific scenarios.  

6.5 Modelling Particle Tallies 

Another point that must be addressed is how and what quantities are computed. There 

are two aspects of addressing radiation mobility issues with Monte Carlo simulations: 

creating particle paths and gathering data from particle tracks to determine quantities of 

importance. The second stage is known as tallying. In the broadest sense, it is the 

computation of a detector value J(x), such as dosage or fluence at a specific location, as 

well as more commonly, their spatial distributions. Tallying is the procedure of obtaining 

data from created particle trajectories in order to compute a measurement J(x), and tallies 

serve as the estimation tools used in that procedure. There are several tallies that may be 

utilized for calculating the same quantity, hence a choice must be taken regarding which 

tallies to apply to the given situation. The geometry resolution for a dose matrix is a crucial 

factor for computing a 3-D dosage distribution. It requires a longer computation to achieve 

reduced statistical uncertainty with a sharper resolution. On the contrary hand, a rough 

matrix may distort some of the more intricate details of the dosage distribution. Particle 

trajectories are difficult to produce, as it was already noted, calculations, however, are 
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rarely done for the sake of trajectories alone. Some basic tallies that are used for medical 

applications namely are: 

a) Surface Crossing Tally: Estimating fluence or other values on a surface. 

b) Boundary Crossing Tally: The boundary crossing tally is used to compute quantities 

averaged over a limited, typically small, volume. Calculations of dosage or energy 

deposition benefit greatly by boundary crossing tally. 

c) Collision Tally: Very helpful when there are ion collisions or if it's necessary to 

estimate amounts in a limited volume based on electron, positron and ion collisions. 

d) Track End Tally: When particle paths come to an end, this tally is called. These 

kinds of tallies only have a few uses, they are mostly used in dosage calculations 

and ion implantation profiles. 

e) Path Length Tally: This kind of tally is employed on ions, particularly when plenty 

of routes need to be estimated in a tiny space.  

f) Voxel Tally: This method divides the computing domain into tiny cubes known as 

voxels. It is necessary to determine the material for every single voxel. A voxel in a 

heterogeneous media could include many materials, and its density might not be 

uniform. An excellent resource for calculations including patient dosage, dose 

maps, patient specific, etc. 

g) Mesh Tallies: The material’s topology and tallies are established on two usually 

distinct grids in the mesh tally approach. Neither grid needs to be square. For 

example, a dosage counting mesh might be elliptical or spherical. Surface and area 

tally classes can both be defined using a mesh tally. The disadvantage of utilizing 

mesh tallies for dose estimates is that the total weight of material for every region 

determined by the mesh tally must be known, but since materials are specified on a 
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distinct space grid, a volume described by the mesh tally may include multiple 

various substances. 

6.6 Simulation optimization  

6.6.1 Variance reduction 

Variance reduction is the name given to a series of techniques that lower statistical 

uncertainty without skewing the outcome by including systematic mistakes. The specific 

approaches for variance reduction that will be applied must be decided. The latter involves 

deciding on the best settings for the procedures that have been chosen. A related issue is 

estimating and presenting statistical uncertainty. A concise strategy that details how 

statistical uncertainty will be computed and communicated is essential. Additionally, it is 

important to anticipate the amount of statistical uncertainty that may be attained as well as 

the computational time and resources that would be needed. For the majority of the 

moment, the result of t*Var{x}, where t is the CPU time and Var{x} is the variance of the 

random variable, has to be reduced. Var{x} is often unknown, but the variance of the 

sample s2 can be utilized in its stead. In a perfect world, both t and Var{x} could be 

reduced, realistically most of the times huge improvements are accomplished by reducing 

the variance. In actuality, the goal is to significantly reduce Var{x} while maintaining the 

same calculating speed. What information will be contained in the output files and how 

frequently they will be transferred to disk are other factors to take into account. Monte 

Carlo computations may take several hours or days to complete. Because of that, it is 

customary to routinely store intermediate findings on the drive. In the event that the code is 

restarted and the computations are continued, whether unintentionally or on purpose, these 

stored files ought to contain all the data required to do so. The most basic and important 

concepts are:  
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a) Particle Splitting: In comparison to the actual process, the quantity of secondary 

particles produced by an interaction between a particle and a number of 

additional particles is intentionally enhanced by a factor of n. Every new 

secondary particle, which is drawn from the same distribution as the others, has a 

unique unpredictable motion. Each particle has an n=1 weight to account for the 

bias on the total quantity of secondary particles. For instance, an electron 

impacting a tungsten target in an X-ray tube results in the production of 

bremsstrahlung photons. The dosage is given by these photons. In a Monte Carlo 

technique, for instance could produce three photons, each having a weight of 1/3, 

but in an impact, the electron generates just one photon. The advantage is that 

more photons are generated per incoming electron. Since the modeling of 

electron tracks takes a while, this reduces the load on the CPU. However, 

photons are primarily responsible for delivering the radiation dose to the person 

receiving it. In a variant of this approach, every single one of the bremsstrahlung 

photons would have been carrying the same momentum. By only sampling the 

photon momentum once, as opposed to three times, simulation time is saved. 

The three photons' paths are linked, especially close to the place of origin, which 

is a disadvantage. 

b) Russian Roulette: The Russian roulette method might be thought of as the 

antithesis of particle splitting. Its function is to exclude particles that are not 

likely to affect detector readings, which obviously reduces computation time. 

Russian roulette may be performed, identically to particle splitting, during the 

time of impact, whenever secondary particles are created, or as a particle reaches 

an area. 
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c) Weight window: Weights are constrained to a customized user range or window, 

from wmin to wmax via a method termed weight window. By performing Russian 

roulette, particles with weights less than wmin are obliterated. A low-weight 

particle under this scenario either perishes or, if it still exists, gains weight. 

Likewise, particles with weights more than wmax are divided, resulting in a 

weight decrease. 

d) Importance sampling: Importance sampling (IS) is a set of algorithms that 

approximate a mathematical prediction with regard to a target distribution using 

a weighted average of random samples from another distribution. Those kind of 

techniques comes in handy when computing integrals.  

e) Forced Collisions: Intentionally boost interaction in cross sections inside volume 

V if enhancement of the average number of interactions is needed there, and then 

utilize statistical weights to correct the bias. An alternate strategy is the forced 

interactions method. With this method, a particle that enters the volume interacts 

with it at least once, with the probability that the user specifies. 

6.6.2 Other Optimization methods 

In Monte Carlo software, algorithms to accelerate the calculations are widely used. In 

fact, it happens to be quite rare for software package not to employ a minimum of one of 

the approaches described in this subsection. Since these methods contribute to systematic 

mistakes, they can't be referred to as variance reduction methods. Typically, these mistakes 

may be reduced to the minimum size required for a given issue, the basic of these 

techniques utilized in medical applications are:  

a) Range Rejection: Typically, this method is applied to electrons. Once an electron 

gets generated within a voxelized geometry, its maximum range is computed. 

The previous history is ended if its length is less than a certain distance to the 
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closest voxel border. Since the electron's path ended prior to forming a 

bremsstrahlung photon, it adds a systematic error. Additionally, because the 

electron range is unpredictable, there is a chance that the real range will 

occasionally surpass the predicted maximum range. This approach can 

additionally be employed when the geometry is not made of voxels. If the 

original particle or one of its offspring is unable to get to the detector's surface or 

doesn't make any contribution to the detector signal, the electron path has ended 

in this scenario. 

b) Transport Cut-Offs and Generation Thresholds: Since the paths in some 

situations are basically limitless, the correct settings cannot be avoided in 

algorithms for the transport of ions. For instance, when an electron is involved in 

inelastic collisions, it loses energy yet is neither entirely stopped nor absorbed. 

The efficiency of electron transport cut-offs and production thresholds has a 

significant impact on the effectiveness of procedures for dose estimations from 

photon and electron sources. There are lots of low-energy electrons created when 

secondary electrons are formed since the cross sections are so favorable. But 

measurements are greatly slowed down if the cut-off and threshold values are 

configured too low because a cloud of low-energy electrons is created, which do 

not contribute to the calculated variable at all. 

c) Kerma Approximation: The energy which neutral particles transmit to physical 

matter in this scenario is thought to be made regionally, at the point of contact, 

and the absorbed dosage is set as kerma. With regard to photon beams used in 

radiotherapy MeV energy range, this approximation is often not relevant. But 

photon beams utilized in tomographic images and therapeutic cases, comprise a 

substantial low-energy component, in keV energy range, are poly energetic. The 
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secondary electrons generated by low-energy photons may thus be calculated 

using the kerma approximation rather than having to model them. 

d) Condensed history algorithms: For the purpose of addressing issues involving 

charged particles, these kinds of algorithms are particularly very efficient. 

6.7 Conclusions  

The fundamental approach of Monte Carlo for medical physics was discussed in this 

chapter. It was shown how to estimate the value of pi by producing random geometrical 

points with a geometrical rule. Following that, several fundamental statistical concepts 

about random variables were introduced. Quality random number generators (RNGs), 

particularly pseudo-random generators, are an essential tool for every Monte Carlo 

technique. Some fundamental aspects of what qualifies an RNG for Monte Carlo 

simulations were provided. Following that, how to plan a particle simulation and what 

crucial elements to be aware of, was addressed. Also a method of how to monitor particle 

trajectories on both neutral and charged particles was addressed. The tallying process, 

which is the practice of getting data from produced particle paths in order to compute a 

value of interest, is another component. Another crucial issue is the optimization of the 

codes in order for them to run considerably quicker. This is where variance reduction plays 

a very essential part in the nature of the Monte Carlo codes, as such implementation of 

these approaches makes a code run much faster. Other technologies that are not associated 

with variance reduction yet play a vital role in computer simulation were also described. In 

general, a very abstract and fundamental notion of how to approach particle Monte Carlo 

efficiently and effectively was presented. 
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Chapter B. Research Part 

This section of the doctorate dissertation covers all of the details of the experimental 

setup for all of the scenarios utilized. To demonstrate each approach for the CT and SPECT 

systems, an analytical explanation is provided to address issues such as the complexity of 

the computations performed by the software, the theoretical validation of the findings, the 

delivery of outputs from simulations as feedback to other processes for further analysis, 

and finally the presentation of the results. 

In the previous section, an introduction was made of the fundamentals of particle 

transport via matter, principles of operation of CT and SPECT, as well as the fundamental 

techniques of Monte Carlo to approach cases of particle transport. The continuation in this 

chapter is to show how to install, configure and operate open source software routines in 

Windows and Linux operating systems and show how to effectively produce valuable 

information and approach experimental set ups. 

General Targets 

Address the complexities of the techniques utilized. 

Demonstrate how to run a CT examination simulation using the EGSnrc environment 

and present the cases that were utilized. 

Demonstrate how to use GATE to simulate a SPECT head, analyze the reconstructed 

tomographic image created by STIR and present all outcomes of the scenarios that were 

determined. 

Present the research's conclusion and future direction. 
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7. Materials and Methods 

7.1 Introduction 

This chapter employs and discusses the methods of compiling, building, installing, 

executing and testing the open-source Monte Carlo software EGSNRC and GATE, as well 

as additional software packages like STIR and other routines. In addition, all procedures 

used are given and supported by experimental data and previous research in order to deliver 

results from contemporary techniques. 

More specifically, the CT system was initially configured by simulating different x-

ray sources irradiating from all directions, a patient-specific personalized phantom and 

score doses. The simulations were run using the EGSnrc program, and the result files were 

stored in binary format. Three personalized phantoms were used, covering the case studies 

of brain, chest and abdomen. For each irradiation, six profiles were chosen for particular 

organs from all three phantoms, such as the spine, lung, abdomen, brain, heart and skin.  

Considering that the SPECT system's source, radiopharmaceutical-isotope is directly 

injected into a patient and irradiated from within the body, an alternative approach was 

employed than the CT system. The GATE software tool was utilized in order to simulate 

the SPECT head rotating around an irradiating phantom and take projections. The GATE 

software routine outputs all projections as a binary sinogram file. STIR routines reconstruct 

the sinogram utilizing filtered back projection (FBP) and iterative approach of Ordered 

Subsets Maximum A Posteriori One Step Late (OSMAPOSL) algorithms. Two SPECT 

heads were simulated, a SPECT head based on the AnyScan S FLEX system and a custom 

SPECT head for small animals. 
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7.2 Basic Software configuration 

7.2.1 Hardware 

The majority of simulations were performed on three main dedicated computational 

units. These units are two laptops and one desktop computer. Because not everyone is 

familiar with the Open Source operating system Linux, there was a need to discover a 

mechanism to access all software packages even if the primary operating system was 

Windows. Table 1 contains some basic characteristics of the main computational units. 

Unit Type Name CPU RAM OS 

Laptop Dell Inspiron 
i5 – 6th 

generation 
16Gb Ubuntu 20.04 

Laptop HP Probook 
i7 – 10th 

generation 
16Gb Windows 10 

Desktop Custom made 
i7 – 6th 

generation 
16Gb Ubuntu 20.04 

Table 1 Main computational units characteristics. 

After extensive research with various Linux distributions, Ubuntu [105] version 

20.04 was decided as the main operating system. The main reason for that decision was the 

fact that it was easy to install, it had many issues with the package manager and library 

dependencies resolved and at the time being the version 20.04 was the most stable version 

with long-term support. In addition, the errors during compilation and installation of the 

main software were minimal and any issues quickly resolved. 

To run Ubuntu 20.04 inside the Windows 10 operating system, a virtualization 

approach was required. After experimenting with common virtualization technologies such 

as Oracle's VM Virtual Box 7.0 [106], VMware Workstation Pro 17 [107] virtualization 

platform, and Microsoft's WSL 2.0 [108], the choice was taken to install Ubuntu 20.04 on 

Microsoft's WSL 2.0. Mostly because it was part of Microsoft's ecosystem and installation, 
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redistribution and import/export VM images was simple and very well supported and 

documented. Utilizing the Microsoft Store app that came pre-installed with Windows 10 

installation was very simple and without errors. After installing WSL 2.0 on Windows 10, 

the Microsoft Store app was used to download and install the Ubuntu 20.04 image and 

GWSL [109] graphics XServer. Without the need for a third-party program, anyone may 

run Ubuntu Linux graphical apps on Windows 10 utilizing Microsoft's WSL 2.0 and 

GWSL. 

 

Figure 24 Ubuntu application gedit execution via WSL 2.0 with GWSL inside Windows 10. 

7.2.2 Linux OS shell & Package Manager 

The operating system (OS) [110] is a piece of software that handles every single one 

of the hardware resources, manages the basic interfaces with those resources and provides 

available libraries for interaction with the user. One very common approach is to expose a 

system's services and routines to a human user or other programs via a program called 

shell. The name shell comes from the description of the program as the outermost layer of 

an OS.  

The bash shell [111] has been utilized in order to provide the infrastructure to run 

commands on Ubuntu Linux environment and to enable the ability to execute shell scripts 
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for more complex usage. A perfect example is the .bashrc script that is located in the home 

folder of a fresh Ubuntu installation, in this file the user can modify environmental 

variables, parameters of the bash session such as the coloring, command aliases, special 

features etc. 

A package management system is essential for installing, maintaining, upgrading, 

updating, configuring, and removing software. The Advanced Package Tool (APT) [112] 

package manager is a sophisticated package management application. It simplifies the 

installation and removal of Linux software packages by utilizing its core libraries. The APT 

software is dependent on repositories where libraries and software packages may be 

viewed. The repositories contain pre-compiled packages that can be downloaded and 

installed on the machine via APT. 

7.2.3 Builders – Compilers  

One of the most significant computer concept ever created is the compiler. The 

compiler is a computer program that its primary objective is to translate high-level 

computer code from a programming language and translate it into low level machine 

language. Compilers are complex programs mostly because the high-level code that is 

used, as input needs to be preprocessed, analyzed with various methods, the executable 

may be generated with optimizations and the compiler needs to support a plethora of 

options as to the specific machine the executable code will run. Some example of compilers 

used in this thesis is the gcc compiler, g++ compiler and gfotran compiler.  

Besides compilers, some other programming languages are utilizing an interpreter. 

The interpreter is a program that transforms and then executes systematically the code, an 

example of such language is python. More specifically python3 played a crucial role in the 

preprocessing, analyzing and presenting of the results in this thesis. 
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Cmake [113] a build automation tool allows the automation of building, testing, 

packaging and installing of software and utilizes a compiler-independent way. Cmake is 

cross-platform and open source. This piece of software can automate the process of 

building complicated executable code that depends on many different languages, compilers 

with various building parameters, compiler instructions for the utilization of multiple 

libraries with the option to enable or disable them. Cmake reads as input files the so-called 

makefiles that contains specific instructions on how to compile and build from source code, 

which defines how the target application is generated. 

7.2.4 Extra Resources 

Some of the secondary software worth mentioning are Image J [114], the Kaggle 

[115] online community and the open data repository Zenodo [116]. ImageJ is an image 

processing application that was designed with Java and follows open architecture. With this 

application medical dicom image processing, editing and visualization was possible. In 

addition, ImageJ is extensible with plugins, runs on any device and some binaries for 

popular distributions as well as the source code are freely available online. 

Kaggle is an online platform where people can learn, share and find useful 

information such as source code, examples as well as data for particular projects and 

certified datasets for scientific research. Although Kaggle is mostly focused on concepts 

like Artificial Intelligence (AI) and Machine Learning (ML), still is a very useful resource 

and a great community that brings together learners, enthusiasts, developers and 

researchers. 

Zenodo is a reputable data repository created to bring open access and open data, one 

of the main objective of the OpenAIRE project in Europe, operated by CERN it is one of a 

kind community that has modern capabilities for storing, accessing, managing and 
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presenting data. It is a free, open source data-sharing platform with features including 

common data extension preview, but most significantly, the data provided by the 

community is citable, with a digital object identification DOI provided. 

7.3 EGSnrc environment 

Plenty of Monte Carlo computer programs have been developed, allowing us to 

conduct experiments in the field of health care using radioactive substances, X-rays, and 

gamma beams [117]. There is general-purpose software like MCNP [118], EGSnrc [119], 

Geant4 [120], Topas [121], and application specialized software like GATE [122], Gamos 

[123], Serpent [124], OpenMC [125] and so on. Some software is open-source and free, 

while others require a license; some are simple to use, while others require advanced 

programming abilities.  

EGSnrc has the capability to effectively simulate photons, electrons and positrons 

passing via matter within 1 keV - 10GeV. In addition, it is a software with a lot of history 

behind it. EGS3 [126] was developed by Stanford Linear Accelerator Center, SLAC in 

1978. Afterwards with the collaboration of Nelson, Hirayama and Rogers EGS4 [127] had 

been updated with an algorithm called PRESTA [128] which provided a solution to step-

size reduction inconsistencies. 

Kawrakow [129] and Bielajew [130] established advances in multiple scattering 

processes and created a new electron tracking algorithm PRESTA-II, that at the time 

provided a breakthrough on particle transport Monte Carlo codes. Over time, lots of 

updates and new functions were introduced, conclusively leading to the EGS5 [131] and 

EGSnrc [132]. All the source code of EGSnrc can be found online as well as instructions 

and code fixtures. 
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7.3.1 Compiling and Installing EGSnrc 

In a technical manner, the EGSnrc is a software toolkit, meaning that it consists from 

many different source code routines that have some kind of options to configure 

complicated scenarios that are user defined. Therefore, that software toolkit in order to 

perform various calculations on a flexible degree of varying and complicated variables has 

the downside that the compilation procedure is a bit complicated. 

Some pre-installed packages needed to be installed before continuing with the 

procedure of building the software from source code. As a reminder, the operating system 

utilized is Ubuntu more specifically version 20.04, with that being said the packages 

required are:  

 Compiler gfortran 

 Compiler gcc 

 Compiler g++ 

 make (build automation tool) 

 Tcl/Tk (Tool Command Language/ graphical user interface ToolKit) 

 Grace (graphical interface) 

 Open Motif (graphical interface) 

 Qt5 (graphical interface) 

All the above software packages needed to be installed and configured on the 

operating system of the calculation machine in order to provide the initial base where the 

source code building blocks are going to build. More information can be found on the 

technical report Appendix 2, with analytical instructions for how to perform the 

compilation steps as well as video tutorial on the YouTube platform [133] for detailed 

instructions. In addition, the source code that is hosted on the popular platform GitHub 
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[134] and supported by the National Research Council of Canada (nrc-cnrc) provides 

detailed instructions for various operating systems. 

7.3.2 Getting started  

After building and configuring the EGSnrc, good start is to look at the egs_inp, the 

main menu panel gui to perform basic executions. As shown in figure 25, at the left high 

there is an options selector which the user can easily navigate in different options to 

perform basic tasks such as compile a user defined code routine, execute in a specific way a 

routine, change settings and most importantly the PEGS Data generator routine. 

 

Figure 25 EGS_gui Main Menu Panel. 

In this routine, as it can be seen in figure 26, the user can create his own pegs4data 

files. In this data files the user can define materials, which later on can be used in a 

geometry for a simulation from other EGSnrc routines. The ecosystem of EGSnrc has a 

pre-processed format the .pegs4data that allows all routines to consume the cross sectional 

data for the physical phenomena involved in a particular simulation scenario. The 

importance of those files is that the user defines an upper and lower limit for the photons 
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energy (AP, UP) and the electrons energy (AE, UE) which depending of the range defined 

a simulation can be faster or slower. 

 

Figure 26 Pegs Data Creation by the graphical user interface. 

A way to define a material is either to select an element, which represents a material 

consisting of only one specific element, or to select a compound. A compound represents 

more complicated materials that consists of multiple elements, contributing with a 

percentage each. Figure 27 shows how to access the internal folders of EGSnrc where the 

user can find compounds and elements to choose.  

 

Figure 27 Pegs Data Selection Option for compound or element. 
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7.3.3 CT x-ray source optimization and simulation  

In order to create an x-ray source the BEAMnrc routines needs to be utilized. By 

typing beamnrc_gui in the command prompt the main graphical panel now appears, just 

like in figure 28. This graphical tool is very useful to build beam simulations. In order to 

create a new beam simulation the geometry of the "accelerator" needs to be defined. 

BEAMnrc was used to simulate linear accelerators, LINACs, applied in radiotherapy [135], 

so even if the same code is used for x-ray source for medical imaging as an abstraction to 

all x-ray sources both for high energies and low energies the term "accelerator" is used by 

developers. 

 

Figure 28 BEAMnrc gui Main Panel. 

The software here helps the user by providing a graphical environment to create 

gradually the geometry that will be simulated. For the x-ray source to be created the 

routine's geometrical components XTUBE, SLABS, CONS3R and SLABS were utilized to 

fully describe the 3D geometry of the x-ray source . As shown in figure 29 the user 
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systematically can define all those components and assign identifier to them.

 

Figure 29 BEAMnrc New Accelerator creation by adding Component Modules. 

The first component XTUBE is used to describe the anode-target of a realistic x-ray 

tube. The substance of this component is tungsten (W) for half cases and gold (AU) for the 

other half. The angle of the x-ray tube is defined at 22o [136], as this is the most common 

angle for a CT x-ray tube anode-target. The electron beam bombarding from the side is 

simulated by selecting the software's option, “ISOURC 10 – Parallel circular beam incident 

from the side” and the dimensions are 10, 200, 10 in the x, y, z directions respectively. 

The second component utilized is SLABS which can define a simple rectangular 

geometry like an air gap in this study's case, with dimensions 400,400,10mm in the x,y,z 

directions respectively. 

The CONS3R is a component that describes the collimator that opens the photon 

beam in order to achieve a 400x400mm field of view (FOV) beam. It consists of cones 

stack between each other. As shown in figure 30 the cone stack need two radius to be 

defined, so r1=25mm and r2=55mm were selected, and the material inside the collimator is 
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vacuum and outside is stainless steel. The dimensions of this component is 400,400,50mm 

in the x,y,z directions respectively. 

Lastly an additional air gap is defined as the last component with dimensions 

400,400,500mm in the x,y,z directions respectively. After the beam passes the last 

component and the end, the scoring takes place. 

 

Figure 30 BEAMnrc Geometry Visualization of X-ray Source [137]. 

In order to make an efficient simulation, minimize the time of execution, and have 

rich full results, optimization methods were enabled. One such method the DBS 

(directional bremsstrahlung splitting), which is a variance reduction technique built-in the 

system of Beamnrc, that was utilized and made the simulation 60 times faster as was 

expected [138]. Utilizing such techniques enhances the likelihood of the physics 

phenomena and in this study's case generates more braking radiation in a specific direction. 
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The downside of utilizing such technique was that the output file was unable to be 

compressed, due to the statistical weights being stored already compressed inside the 

binary format. In addition, another downside was that the statistical weights was an 

overhead and slowed the irradiation simulations. 

In order to handle those downsides, the simulation of beam generation had to be cut 

into two separate simulations. The first simulation, utilized the “ISOURC 10 – Parallel 

circular beam incident from the side”, and the scoring plane was defined right after the first 

gap, initially creating an output file with the statistical weights stored for each particle. The 

second simulation utilized the “ISOURC 21 – Parallel circular beam incident from the 

side”, utilizing the initially created file as input, those particles were passing via the 

collimator and scored at the end of the second air gap, but this time without the statistical 

weights. The built-in routine handling the ISOURC 21 takes into account the statistical 

weights of the particles used as input. After simulation, the particles scored no longer have 

statistical weights. 

The options selected for beam simulation can be seen in Figure 31. In this figure, 

besides the Main panel there are also the Component panel, small window on the right, the 

Main input Panel, bottom down window and the EGSnrc parameters panel, up window. 

The Beamnrc GUI provides the user with options to choose algorithms such as the crossing 

boundaries algorithm and the electron-step algorithm. In addition, the user can enable or 

disable options for atomic relaxations, spin effects, electron impact effects, scattering 

effects. Additionally the user can choose various methods regarding the sampling 

techniques for various physics phenomena and choose from what databases the application 

should consume cross-sectional data regarding the particles utilized in the simulation. 



Nikolaos Chatzisavvas PhD Thesis  Department of Industrial Design and Production Engineering  

University of West Attica, Greece 

 

110 

 

 

Figure 31 BEAMnrc simulation parameters example. 

All simulations had the same options selected for the parameters, what changed was 

the energy of the electrons bombarding the anode-target ranging from 30keV - 150keV 

with step 5keV, and the anode material which was either tungsten (W) or gold (AU). All 

together 50 simulations were carried out, 25 for tungsten and 25 for gold. The initial 

particles for each beam simulation was 250x106 and the scored particles were 

approximately around 60x106. Depending on the geometry, the parameters used and the 

processing computer system the simulation was carried out, each beam took around 8-12 

hours to be generated.  

Each simulation produces an output file, an .egsphsp1 file. This file stores data in 

binary format where information regarding the simulation and the particles are stored. In 

order to analyze and have a visual representation of the results the user can use the 

BEAMDP [139] via the command line interface, cli, or the GUI. As shown in Figure 32, by 

utilizing the beamdp_gui the user can generate from the particles scored, specific plots such 

as Spectral Distribution, Energy Fluence Distribution, Scatter Plot, etc. 
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Figure 32 BEAMDP gui parameters selection and execution example. 

After the processing of the .egsphsp1 file has finished the beamdp application opens 

an xmgrace [140] session. As seen in figure 33, in this xmgrace application session the user 

can finalize, change, save the plot selected by the user. 

 

Figure 33 Example of the BEAMDP output opening an xmgrace session. 
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7.3.4 CT dose simulation and case studies 

After the x-ray beams were ready, another key task was the creation of phantoms to 

irradiate. One routine namely ctcreate [141], made the creation of phantoms from 

anonymous dicom images possible. This particular routine creates 3D phantoms based on 

personalized data from patient specific anonymous dicom files. In the study three phantoms 

were utilized, a chest phantom based on patient chest [142] examination, a brain phantom 

based on anonymous patient examination [143] and an abdomen phantom based on patient 

abdomen examinations [144].  

In order to create a phantom via ctcreate, first all images needs to be in a stack of 

.dcm file format, each slice one file. Afterwards the user needs to create a .txt file with all 

full path of each .dcm slice just as shown on figure 34. 

 

Figure 34 Text file with the full path of all anonymous dicom slice files. 

By typing in the command prompt the command, “ctcreate” the process of creating 

the phantom begins. Figure 35 shows that once the process is initiated it requires from the 

user to select one of the file format supported by the routine. Once the user selects the third 

option for DICOM format then the process shall ask for the path of the text file containing 
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the full paths of each dicom slices. Ctcreate routine is responsible for the scoring plain of 

the geometrical components that the phantom consists inside the simulation. 

 

Figure 35 CTCREATE program interface. 

The ctcreate routine has a limitations of the number of slices it can read, around 269 

is the maximum value by default. If all goes well for the user and the routine successfully 

reads all slices then the routine will identify all dimensions in the x, y, z directions as well 

as the voxel size in cm from the original, anonymous dicom image. As shown in figure 36 

after the image has been read, the user needs to insert the subset dimensions in the x, y, z 

directions. 
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Figure 36 CTCREATE - CT volume subset selection. 

The phantom that is going to be produced cannot have the same resolution as the 

original patient image file. As the egs-phantom is going to be the scoring plane for dose 

simulations with other EGSnrc routines, the developers established some limitations. In 

figure 36 the number of voxel dimensions in the x, y, z directions are 512, 512, 269 with x, 

y, z voxel sizes 0.1, 0.1, 0.1 cm respectively, that is the resolution of the anonymous patient 

dicom image utilized for the chest phantom. However, after the user specified the subset 

limits, the routine gives the minimum resolution of the egs-phantom. As it can be seen in 

figure 37 the new dimensions of the chest phantom in the x, y, z directions are 100, 100, 

104 with x, y, z voxel sizes 0.5, 0.5, 0.25 cm respectively. 
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Figure 37 CTCREATE – new dimensions and voxel size for egsphantom. 

The brain phantom had voxel dimensions 512, 512, 244 in the x, y, z directions with 

x, y, z voxel sizes 0.1, 0.1, 0.1 cm respectively. The abdomen phantom had voxel 

dimensions 512, 512, 226 in the x, y, z directions with x, y, z voxel sizes 0.1, 0.1, 0.3 cm 

respectively. The brain phantom had voxel dimensions 512, 512, 244 in the x, y, z 

directions with x, y, z voxel sizes 0.1, 0.1, 0.1 cm respectively. The abdomen phantom had 

voxel dimensions 512, 512, 226 in the x, y, z directions with x, y, z voxel sizes 0.1, 0.1, 0.3 

cm respectively. In table 2, slices from the original, anonymous dicom image and slices 

from the egs-phantom can be observed side by side to compare the difference in 

resolutions. 
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a b 

Table 2 Dicom (a) - Egsphantom (b) slices for abdomen, brain and chest phantoms. 

To finalize the egs-phantom creation process and export the options selected via the 

cli interface of the ctcreate routine, the association of the anonymous dicom image 

Hounsfield units (HU) value to a material, pegs4data material, and to a value of density 

(g/cc). Four materials were utilized for the purposes of the study, air, lung, tissue and bone. 

As it can be seen in figure 38, the default CT ramp function carried out the association of 

the HU values to material-density values.  
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Figure 38 Finalizing the creation of the chest egs-phantom. 

With the beams and the phantoms ready, the next step is to irradiate those phantoms 

by utilizing the DOSXYZnrc routine, more particular the DOSXYZnrc GUI. By typing 

dosxyznrc_gui on the command prompt the Main menu panel appear, just like in figure 39. 

 

Figure 39 DOSxyznrc gui Main Menu Panel. 

The scenario here is to simulate an actual CT examination. The patient lays down on 

the bed, the x-ray source is producing the appropriate beam, and afterwards the x-ray 

source would irradiate the patient in a circular rotation 360o. The DOSXYZnrc provides the 

configuration and the functions in order to simulate such procedure and score dosage by 

utilizing the beams produced previously by the BEAMnrc routines. By selecting the option 
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for the source, provided by the DOSXYZnrc, “ISOURC-8=Phase-space source from 

multiple direction”, the user can now configure a previously generated .egsphsp file to 

irradiate circularly from a fixed point, just as shown in figure 40. The number of particles 

used was 109 photons; to achieve this amount, the source turned on the redistribute option; 

after the procedure reached the final photon within the space phase file, the photons 

were redistributed once again from the same input .egsphsp file. 

 

Figure 40 DOSxyznrc ISOURCE 8 visualization [141]. 

The parameters used for the source would vary from each phantom case. As each 

phantom takes, the coordinate system from the patient data it was generated from so each 

of the scenarios utilized had some parameters changed while other parameters were 

common. For the case of chest phantom the isocenter was x,y,z= 250,250,130mm with 

dsource=250mm distance, for the case of abdomen phantom the isocenter was x,y,z= 0,-

150,0 mm with dsource=220mm distance and for the brain phantom the isocenter was 

x,y,z= 250,250,1170mm with dsource=70mm distance. For all cases, the angle theta=90o 

and the varying angle phi from 0-356.6o. The number of projections utilized was 100, with 
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each projection having an angle of 3.6o and an equal probability. Figure 41 shows the 

parameters utilized for the simulation with DOSXYZnrc. 

 

Figure 41 DOSxyznrc Inputs and Parameters Panels. 

Each simulation produces a .3ddose output file. Inside that file all doses for each 

voxel of the phantom is stored. The user can access a visual view of the dosimetric map via 

the routine dosxyz_show [145]. As it can be seen in figure 42, the dosxyz_show routine can 

take the 3ddose file and visualize it depending on the distribution. In addition, the routine 

provides some basic image manipulation functions, a 3D phantom rotation between the XZ, 

XY, and YZ planes. 
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Figure 42 Dosxyz_show example - Visualization of the dosimetric map on the phantom. 

Another very helpful tool is the STATDOSE [146] routine, as it provides 

functionality to read, analyze, normalize, rebin, plot and save dose distribution produced by 

the EGSnrc routines like DOSXYZnrc. Figure 43 depicts an example of executing the 

statdose routine via the command prompt, only the cli is available for the statdose routine, 

no GUI is available at the moment. 

 

Figure 43 STATDOSE - Program execution in cli environment. 

In addition, statdose opens an xmgrace session for configuring and finalizing the plot, 

as it can be seen in figure 44.  



Nikolaos Chatzisavvas PhD Thesis  Department of Industrial Design and Production Engineering  

University of West Attica, Greece 

 

121 

 

 

Figure 44 Example of the STATDOSE plot command opening an xmgrace session. 

7.4 GATE environment  

GATE is an open source application, built with the geant4 software toolkit. With 

GATE, the user can simulate scenarios on emission tomography, dosimetry and 

radiotherapy [147]. Although GATE was initially created to perform scenarios with 

Positron Emission Tomography, PET and Single Photon Emission Computed Tomography 

SPECT [148] soon it was able to move to linear accelerator, LINAC, simulations [149]. In 

addition, GATE utilizes the data framework ROOT [150] and exports its outputs in a .root 

format, making the analysis and the plotting procedures easy to use for the user.  

The geant4 software toolkit namely, stands for GEometry ANd Tracking, version 4. 

This particular software toolkit is the most organized and unique project to perform Monte 

Carlo calculation. Developed in CERN, it utilizes C++ object-oriented techniques and 

concepts in order to provide users with a plethora of modelling methods for many physics 

related phenomena regarding particle-matter interactions. Physicists created it with the 
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purpose to meet the needs of the next era of particle physics research. In terms of code size 

and scope, as well as the number of contributors, Geant4 may be the largest and most 

sophisticated initiative of its kind. Its applications vary from high-energy physics [151], to 

space radiation sciences [152] and to medical physics [153]. 

7.4.1 Building and configuring GATE 

GATE is a software the evolved over the years and provided users with extra 

capabilities. The direct dependencies are Geant4 and ROOT. Other optional dependencies 

are packages like CLHEP, ITK, ECAT, LMF, libTorch etc. In this work, the GATE version 

utilized was GATE v9.0, and the packages installed, before the procedure of compilation 

was: 

 Geant4 version 10.06 

 ROOT version 6.22.02 

 ECAT version 7 

 LMF version 3 

 ITK version 5.1.1 

The operating system in all machine utilized was Ubuntu 20.04, the procedures to 

compile and install from scratch all the appropriate software, along with fixtures and built 

on top of them the GATE application, was challenging. All software packages needed to be 

installed in the correct version and in some cases appropriate compiler flags needed to be 

turned on. Due to the complexity of the compilation procedure of GATE, there are detailed 

instruction provided in Appendix 2 and a tutorial video was made and uploaded on the 

popular platform YouTube [154]. Some fixtures has been provided also in Appendix 2 for 

the unsupported libraries lmf_v3 and ecat_v7. Extra resources, regarding compilation and 
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installation on various operating systems, and instructions for newer or older versions of 

GATE can be found on the official Open Gate collaboration website [155]. 

Once all the steps were followed, the user must be on the way to validate the 

installation by simply typing the command GATE in the command prompt and the 

initialization of a GATE session can be started, like showed in figure 45. 

 

Figure 45 GATE cli session. 

GATE also provides sessions with graphics enabled. There the user can visualize the 

geometry used, monitor kinetic parts that are moving in time and extend or create new 

geometries. Figure 46 shows a OpenGL graphical GATE session.  

 

Figure 46 GATE session with OpenGL graphics panel enabled. 
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Besides OpenGL graphic environment GATE ecosystem provides also QT panel, as 

shown in Figure 47, that was a feature introduced firstly in geant4. All geometrical 

components can now be visualized and the user can have a graphical environment 

containing all the simulation parameters. The downside is that visualization of the 

geometry in run-time practically works for a couple hundreds of particles, as the number of 

particles increases the visualization starts to become full of particle lines, so graphics help a 

lot when building a new geometry and see moving geometrical parts in time, otherwise for 

speed the visualizations are disabled. 

 

Figure 47 GATE session with QT graphics panel enabled. 

The way to assemble a simulation with GATE, for the purpose of the thesis a SPECT 

simulation scenario, is to understand how GATE works and piece by piece assemble a .mac 

file where all parts of the simulation can be found. Inside the .mac file. The user has to 

understand the basic GATE architectural structure of how to code is being executed. There 

are the GATE pre-init mode, which consists of:  

1. Definition of the Geometry. 

2. Definition of the behavior. 
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3. Definition of the system’s physics. 

In that early stage of code execution in the pre-init mode, GATE is defining a 

geometry, define its behavior and specify the detector’s system physics, all of which with 

cooperation of geant4. Afterwards the code continues to execute the .mac file with the init 

mode, which has three parts as follows:  

1. Define the sources of the system. 

2. Define what output to produce. 

3. Start the experiment. 

In the init mode, the code proceeds by confirming the various sources in the 

experimentation set-up. Afterwards the output options needed to be defined. GATE utilizes 

.ascii output, .root output, .sin output, sinogram projectional data file along with an .hdr and 

.mhd header files, with information regarding the simulation and the projectional data. A 

typical GATE code example can be seen in figure 48. 

 

Figure 48 GATE code example. 



Nikolaos Chatzisavvas PhD Thesis  Department of Industrial Design and Production Engineering  

University of West Attica, Greece 

 

126 

 

With the symbol # the user is able to put comments inside the .mac file. After the 

execution is finished, GATE will produce output files, in the case of any detector GATE 

produces .root files where data can be accessed via the program ROOT, which is a very 

convenient and fast way to manipulate and present large datasets with various parameters 

and variables. All the .mac code files utilized for the entire GATE - SPECT simulations can 

be found in Appendix 4. 

As it can be seen in Figure 49 by typing, a “rootbrowse” command in the prompt 

along a space and the output name file of the simulation and a root browser is opened the 

output file unveiling the data stored already in root leafs.  

 

Figure 49 ROOT output file opened in a root browser for further processing. 

By double clicking a leaf, an editor with a new canvas will open with the plot of the 

quantity stored in that leaf. That way is a very convenient and efficient way to store and 

distribute large data of output files. As it can be seen in figure 50, a canvas can be seen 

with a plot inside and some basic statistical information regarding the scored quantity of 

that particular leaf. 
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Figure 50 ROOT leaf opening on canvas – Energy Distribution example. 

7.4.2 AnyScan S based SPECT head simulation with GATE. 

In the University hospital of Thessaly, an experimentation took place where 

concentration of technetium-99m, 99mTc was irradiated from within a custom-made torso 

phantom and the SPECT system AnyScan S Dual-Head Flex took projections and 

reconstructed the image taken from the scanner. As it can be seen in figure 51, the 

AnyScan S Dual-Head Flex SPECT system consists of two SPECT heads, the phantom is 

on the bed and inside it, and there are little cylindrical compartments where the syringe 

with the concentration of 99mTc is being placed. From observing the movement and how the 

SPECT system was manage to take projections in real time, inform the user in all 

procedures being conducted, as well as reconstruct the final image, a lot of valuable 

information was produced. 
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Figure 51 AnyScan S Dual-Head Flex Mediso SPECT system, with torso phantom. 

From different setups and various modes of operation on this particular machine, 

many experimentations took place. As it can be seen in figure 52 the phantom irradiates, 

the heads are taking projections and a reconstructed image is being displayed in the 

monitor on the right. 

 

Figure 52 AnyScan SPECT system, taking projection and monitoring the procedures. 
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The experience was so fruitful that there was a success on building a single head 

prototype an exact GATE model of the AnyScan S Dual-Head Flex SPECT. By utilizing 

information of the experimentation conducted with the particular scanner and without 

revealing valuable and sensitive assembly information to other competitors, the design was 

possible. 

For the purpose of this thesis, a prototype SPECT-head was created, with the 

software GATEv9.0. As it can be seen in figure 53, on top the SPECT head and on the 

bottom the Jaszczak [156] phantom, in hot spheres mode. 

 

Figure 53 AnyScan SPECT-head and Jaszczak spheres phantom – front view. 

The SPECT head consists of the collimator, the crystal, the back compartment with 

the electronics and the photomultiplier tubes and all together encapsulated in a lead 

shielding. The collimator has yellow color, consists of lead (Pb), has cylindrical holes with 

diameter 1.11 mm, 2.4 cm height and 0.16 mm septa, with dimensions 61.64 x 47.07 x 

2.4cm in the x, y, z directions. The crystal has green color, consists of NaI, with 

dimensions 59.64 x 45.04 x 1 cm in the x, y, z directions. The back compartment has grey 

color with dimensions 57.64 x 43.04 x 6.6cm in the x, y, z directions. With blue color can 
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be seen the lead (Pb), shielding of the SPECT-head with dimensions 61.64 x 47.07 x 10cm 

in the x, y, z directions. 

For each simulation the SPECT-head rotation was 360o, with 128 projections in each 

output file, with each projection having pixel size =4.6785 x 4.6785 mm2. The scan time 

for a single projection was set to 100 sec with total simulation time 12800 sec. The rotation 

speed was set to 0.028125 deg/sec, the spatial resolution was set to 4mm (FWHM).  

The standard Jaszczak phantom, consists of a 21,6cm radius cylinder and includes 6 

spheres with diameters S1=12.7mm, S2=15.9mm, S3=19.1mm, S4=25.4mm, S5=31.8mm, 

S6=38mm.  

Five runs were conducted with this SPECT-head. One run with the Jaszczak phantom 

hot spheres mode, where the phantom has a 99mTc concentration of 10Bq/mm3. Another run 

with the Jaszczak phantom, cold spheres mode, where the phantom areas that were 

irradiating before now are cold areas and the hot area is the cylinder in which the spheres 

are in within, with a 99mTc concentration of 1 Bq/mm3. Another three runs were conducted, 

with each run having each time a different type of crystal inside the SPECT head such as 

BGO, LSO and GSO crystals. 

7.4.3 Custom small animal SPECT head simulation with GATE. 

Based on the work of Han Guy Kang et al [157], a custom-made small animal 

SPECT-head of the exact experimentation was simulated with GATEv9.0. As it can be 

seen in figure 54 the geometry of the custom-made SPECT-head can be observed. The 

collimator consists of tungsten (W) material and it can be seen with red color with 

dimensions 50 x 50 x 30 mm in the x, y, z directions, has square holes with size of 0.8 mm, 

30 mm height and 0.1 mm septa. The crystal consists of GAGG, Gadolinium Aluminium 

Gallium Garnet, material and it can be seen with yellow color, it's dimensions in the x, y, z 
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directions are 49 x 49 x 5 mm. Lastly the PMT (H9500) can be seen with blue color, with 

dimensions in the x, y, z directions 50 x 50 x 30 mm. 

For each simulation the custom made small animal SPECT-head rotation was 360o, 

with 128 projections in each output file, with each projection having pixel size = 0.3828 x 

0.3828 mm2. The scan time for a single projection was set to 100 sec with total simulation 

time 12800 sec. The rotation speed was set to 0.028125 deg/sec, the spatial resolution was 

set to 1mm (FWHM). 

 

Figure 54 Custom-SmallAnimal SPECT-head and Jaszczak rods phantom – front view. 

The Jaszczak phantom consists of a 30 mm radius cylinder and was utilized in rods 

mode. The rods are categorized in six groups, within each group there are cylinders with 

various diameters. Group1 has 26 cylinders of radius 0.375 mm. Group2 has 15 cylinders 

of radius 0.5 mm. Group3 has 8 cylinders of 0.675 mm. Group4 has 6 cylinders of radius 

0.85 mm. Group5 has 3 cylinders with radius 1 mm. Group6 has 3 cylinders with radius 1.2 

mm. 
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Three runs were conducted with the small animal custom-made scanner. Each case 

had different hole size at 0.4, 0.8 and 1.6 mm, while the septa of the collimator are kept at 

0.1 mm. The activity of the 99mTc source was at 1200 Bq/mm3 for each case utilized. 

7.5 Tomographic Reconstruction with STIR 

STIR [158] namely, stands for Software for Tomographic Image Reconstruction; this 

program has utilities to perform 3D PET, 2D SPECT and other imaging systems. This 

software is open source, contains object oriented c++ code and in a way it is a software 

toolkit, as it consists of multiple different routines for the user to utilize. In addition, it 

provides the executables and the api to extend the libraries. 

STIR source code can be accessed is hosted in GitHub [159], making it easier to find 

resources regarding compilation and installation. STIR depends on other libraries and have 

some prerequisites, cmake is utilized in order to configure and begin the building from 

source code procedure. Detailed instructions can be found in Appendix 2, as well as some 

links and fixtures popular libraries like ecat and itk. Once the compilation and installation 

procedures went well, the validation of the libraries can simply be made by typing the 

names of the STIR executables like FBP2D, as seen in figure 55. 

 

Figure 55 STIR - FBP2D script execution via cli. 
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The STIR routines are being executed step by step by calling commands from a script 

with the extension .par, which the user has prepared. More details can be found in the 

documentation of the software.  

The routines utilized for this thesis are FBP2D and OSMAPOSL. After the routines 

execute the script code and reconstruct the GATEv9.0 output, .sin file, then the routine 

produces three files with the extensions .ahv, .hv, .v. The ahv and hv extensions are for 

interfiles that describe the binary file with the extension .v.  

One of the software utilized for opening the reconstructed image was amide [160]. To 

import the reconstructed image some information needed to be entered to the software, as 

shown in figure 56. Most of this information required are being stored in the interfiles .ahv 

and .hv.  

 

Figure 56 Amide - Importing new raw tomographic data, example. 

More specifically the program needs to know the data format, the x, y, z dimensions 

and the voxel size in each dimension. After the image has been imported in to the amide 

environment, the data analysis can begin. In figure 56 show an example of a slice view of 

the reconstructed SPECT image, the tomographic image can be viewed simultaneously by 

the transverse, coronal and sagittal views. 
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Figure 57 Amide - Main Panel. 

7.6 Conclusions 

The hardware and software components were introduced in this chapter. The 

fundamental software setup was presented, as well as specifics regarding the operating 

system and the virtualization of a Linux system on a Windows 10 environment using WSL 

2.0. The EGSnrc setup, as well as thorough instructions for the methods used, have been 

explained, along with examples of simulation output and subsequent data processing. The 

CT examination technique using the EGSnrc environment has been demonstrated. As 

illustrated, configuring and constructing GATEv9.0 in Ubuntu 20.04 was a difficult effort, 

but using GATE turned out to be straightforward with utilities that are highly practical and 

simple. STIR software was also demonstrated and displayed its capabilities. The 

methodology of the SPECT system employing GATE and STIR has been described in 

detail. 

 

 



Nikolaos Chatzisavvas PhD Thesis  Department of Industrial Design and Production Engineering  

University of West Attica, Greece 

 

135 

 

8. Results and Discussions 

8.1 Introduction 

This chapter examines and presents the findings from all situations. More precisely, 

the CT irradiation simulations done with EGSnrc used 25 beams for each of the instances 

of Au and W target materials ranging in energy from 30keV to 150keV; these beams had to 

be checked for quality reasons, as described in sub-chapter 8.2. Another challenge was 

presenting the dosimetric maps for each target material and energy range, as described in 

sub-chapter 8.3. The organ dosage profiles for each instance are reported in the final 

chapter of the CT-based simulations 8.4 for six organs: spine, lung, abdomen, brain, heart, 

and skin. 

Sub-chapters 8.5 and 8.6 give the results of the two SPECT-head simulations, the 

AnyScan-based SPECT-head and the custom-made small animal SPECT-heads. The 

AnyScan-based simulations outlined in section 8.5 begin with an evaluation of the optimal 

configuration options for the OSMAPOSL reconstruction method. Following that, the 

Jaszczak phantom findings for HOT and COLD spheres are provided by comparing the 

FBP and OSMAPOSL reconstructions. Finally, a comprehensive comparison of the 

findings when the crystal material is changed to BGO, LSO, and GSO is shown. 

Sub-chapter 8.6 begins with an examination for the optimal configuration options for 

the OSMAPOSL reconstruction approach, much as it does for the AnyScan-based SPECT-

head. In the final portion, a more extensive examination into optimizing the resolution 

depending on collimator hole size is carried out. 
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8.2 CT Beams quality assurance 

8.2.1 AU target - Spectral and Energy Fluence Distributions 30-150keV. 

 

Figure 58 AU target 30keV Spectral Distribution. 

 

Figure 59 AU target 30keV Energy Fluence Distribution. 
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Figure 60 AU target 60keV Spectral Distribution. 

 

Figure 61 AU target 60keV Energy Fluence Distribution. 
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Figure 62 AU target 90keV Spectral Distribution. 

 

Figure 63 AU target 90keV Energy Fluence Distribution. 
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Figure 64 AU target 120keV Spectral Distribution. 

 

Figure 65 AU target 120keV Energy Fluence Distribution. 
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Figure 66 AU target 150keV Spectral Distribution. 

 

Figure 67 AU target 150keV Energy Fluence Distribution. 

From figure 58 - figure 67 the spectral distribution and the energy fluence distribution 

are being displayed from energy range 30 - 150keV with step 30keV. Addition data in 

much more detail can be found in Appendix 1 where much more information can be 

obtained and the energy range is 30 - 150keV with step 5keV. 
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For Au gold, at the 30keV and 60keV only the La = 0.009MeV, Lb = 0.011MeV and 

Lc = 0.013 MeV characteristics [161] can be observed. As the energy grows at 90keV the 

characteristics Ka1 = 0.066MeV, Ka2 = 0.068MeV, Ka3 = 0.077MeV [161] starts to show up 

in the Spectral Distribution with more intense activity in terms of energy fluence. At 

120keV and 150keV as it can be seen the Ka characteristics can be seen in the spectral 

distributions having more counts and in terms of energy fluence, they are leading.  

8.2.2 W target - Spectral and Energy Fluence Distributions 30-150keV.  

 

Figure 68 W target 30keV Spectral Distribution. 
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Figure 69 W target 30keV Energy Fluence Distribution. 

 

Figure 70 W target 60keV Spectral Distribution. 
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Figure 71 W target 60keV Energy Fluence Distribution. 

 

Figure 72 W target 90keV Spectral Distribution. 
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Figure 73 W target 90keV Energy Fluence Distribution. 

 

Figure 74 W target 120keV Spectral Distribution. 
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Figure 75 W target 120keV Energy Fluence Distribution. 

 

Figure 76 W target 150keV Spectral Distribution. 
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Figure 77 W target 150keV Energy Fluence Distribution. 

The spectral distributions and energy fluence distributions for the energy range 30 - 

150keV with a step of 30keV are shown in Figures 68-77. Appendix 1 has much more 

information on additional data in more depth, and the energy range is 30 - 150 keV with a 5 

keV step.  

As presented for the material W tungsten, only the La,b,c = 0.012MeV [161] 

characteristics can be detected at 30keV and 60keV. The characteristics Ka1 = 0.057MeV, 

Ka2 = 0.059MeV, Kb1 = 0.067MeV, and Kb2 = 0.069MeV begin to appear in the spectral 

distribution as the energy increases at 90keV, 120keV, and 150keV, with the Ka 

characteristics being the leaders having more intense activity in the energy fluence 

distributions.  

In most CT scanners the detectors are mostly being reached by photons of the Ka 

characteristics [161], in both cases for AU and W after 60keV, those materials can be used 

for x-rays tubes, performing CT examinations. 
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8.3 CT irradiation – Dosimetric map slices. 

8.3.1 Abdomen phantom dosimetric maps. 

   
30keV 60keV 90keV 

  
120keV 150keV 

Figure 78 Abdomen AU target Beam - Dosimetric map30-150keV. 

   
30keV 60keV 90keV 

  
120keV 150keV 

Figure 79 Abdomen W target Beam - Dosimetric map30-150keV. 
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8.3.2 Brain phantom dosimetric maps. 

   
30keV 60keV 90keV 

  
120keV 150keV 

Figure 80 Brain AU target Beam - Dosimetric map30-150keV. 

   
30keV 60keV 90keV 

  
120keV 150keV 
Figure 81 Brain W target Beam - Dosimetric map30-150keV. 
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8.3.3 Chest phantom dosimetric maps. 

   
30keV 60keV 90keV 

  
120keV 150keV 
Figure 82Chest AU target Beam - Dosimetric map30-150keV. 

   
30keV 60keV 90keV 

  
120keV 150keV 
Figure 83 Chest W target Beam - Dosimetric map30-150keV 

Figures 78-83 show the same phantom slice with a dosimetric map of the dosage 

distribution constructed. From 60keV and above, the distribution of the dosage begins to 



Nikolaos Chatzisavvas PhD Thesis  Department of Industrial Design and Production Engineering  

University of West Attica, Greece 

 

150 

 

actually enter the phantom and disperse the dose even more inside the organs, for each case 

of phantom: abdomen, brain, and chest. As the dosimetric map shows, there are no 

significant changes between AU and W target materials. 

In the instance of the abdominal phantom, figures 78 and 79 show that at 30 keV, 

there is no dose distribution within the phantom in the area near the spine, but the majority 

of the dose is spread towards the outside skin. Figures 80 and 81 show that the dosage 

starts spreading nearly immediately after the 30keV beams, but as the energy increases, the 

dose is increasingly spread toward the inner cranial bone layers. 

In the final case, the chest phantom, it can be seen that at low energies of 30 and 60 

keV, the scored dosage is distributed near the skin on the phantom, but as the energy 

increases to 90kev and beyond, the dose is distributed more evenly towards internal organs, 

such as the lungs and heart. Appendix 1 has many additional photos, including a 

comprehensive energies grid from 30-150keV with a step of 5keV, 25 examples, for each 

target material, AU and W, demonstrating the dosage distribution on the phantoms, and 

even more slices for each situation. 
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8.4 Organ dose profiles. 

8.4.1 Abdomen  

 

Figure 84 Abdomen Dose Comparison Profile - AU target. 

 

Figure 85 Abdomen Dose Comparison Profile - W target. 



Nikolaos Chatzisavvas PhD Thesis  Department of Industrial Design and Production Engineering  

University of West Attica, Greece 

 

152 

 

8.4.2 Brain  

 

 

Figure 86 Brain Dose Comparison Profile - AU target. 

 

 

Figure 87 Brain Dose Comparison Profile - W target. 
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8.4.3 Heart  

 

Figure 88Heart Dose Comparison Profile - AU target. 

 

Figure 89 Heart Dose Comparison Profile - W target. 
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8.4.4 Lung  

 

 

Figure 90 Lung Dose Comparison Profile - AU target. 

 

Figure 91 Lung Dose Comparison Profile - W target. 
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8.4.5 Skin  

 

 

Figure 92 Skin Dose Comparison Profile - AU target. 

 

Figure 93 Skin Dose Comparison Profile - W target. 
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8.4.5 Spine  

 

 

Figure 94 Spine Dose Comparison Profile - AU target. 

 

Figure 95 Spine Dose Comparison Profile - W target. 

The organ dosage patterns from all three phantom simulations are shown in Figures 

84-95. Starting from the top dosage profiles for organs like the abdomen, brain, heart, lung, 
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skin, and spine may be shown two at a time, one for the AU instances and one for the W 

cases. The intricacy of each organ's geometry and position within the phantom has a major 

impact on the dosage distribution throughout the organ. From the beam's quality assurance, 

it was known that the fluence is not significant enough to pierce the phantoms in the 

instance of 30 keV, therefore there is very little dose scored, near to 0 in most organ cases, 

except the skin case. Moving up from 60 keV, the dosage begins to rise; in all situations, 

the scored values of the AU target profiles are somewhat slightly larger than the W ones. 

After irradiating all phantoms and presenting the dosage profiles, the comparison of various 

beams can be seen, not only in terms of spectrum and energy fluence distributions, but also 

in terms of dose. 

8.5 AnyScan based SPECT-head Simulation. 

 

Figure 96 AnyScan NaI Crystal, Hot spheres Jaszczak Phantom Sinogram Visualization. 

 

Figure 97 AnyScan NaI Crystal, Hot spheres Jaszczak Phantom - Singles Energy Distribution. 
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Figure 98 AnyScan NaI Crystal, Hot spheres Jaszczak Phantom - Singles Spatial Distribution Position 

X. 

 

Figure 99 AnyScan NaI Crystal, Hot spheres Jaszczak Phantom - Singles Spatial Distribution Position 

Y. 
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Figure 100 AnyScan NaI Crystal, Hot spheres Jaszczak Phantom - Singles Spatial Distribution Position 

Z. 

Figure 96 shows the sinogram of the AnyScan-based SPECT-head simulation with 

the jaszczak phantom in hot spheres mode. Figure 97 shows the energy distribution of 

singles caught by the detector. It can be seen that the peak is around 140 keV, with the 

lowest point being 126 keV and the highest being 154 keV, indicating that the energy range 

is 140 keV ± 10% (126, 154), as specified in the GATE simulation.mac file. Figures 98-

100 show the spatial distribution of singles detected. 

At this point, it's worth noting that the PCs running native Ubuntu took roughly 72-76 

hours to finish the simulation, however the system running Windows 10 and the WSL 

virtualization version of Ubuntu, took over 680 hours, making it nearly unworthy to run 

GATE simulations in that arrangement. Furthermore, there were relatively few changes in 

execution time between EGSnrc simulations, with the newest CPUs being somewhat 

quicker, regardless of the virtualization. 
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8.5.1 OSMAPOSL Comparison for optimal subset and iteration combination. 

   

2Subsets, 2Iteration 2Subsets, 10Iteration 2Subsets, 100Iteration 

   

8Subsets, 2Iteration 8Subsets, 10Iteration 8Subsets, 100Iteration 

   

32Subsets, 2Iteration 32Subsets, 10Iteration 32Subsets, 100Iteration 
Table 3 OSMAPOSL reconstructions for various subset and iteration options. 

   

2Subsets, 2Iteration 2Subsets, 10Iteration 2Subsets, 100Iteration 
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8Subsets, 2Iteration 8Subsets, 10Iteration 8Subsets, 100Iteration 

   

32Subsets, 2Iteration 32Subsets, 10Iteration 32Subsets, 100Iteration 
Table 4 OSMAPOSL Volume Rendering for various subset and iteration options. 

An analysis was carried out in order to determine which are the best available 

possibilities for subset and iteration combination when utilizing OSMAPOSL algorithm for 

SPECT image reconstruction. The results of image reconstruction, transverse view, with 

OSMAPOSL are presented in tables 3 and the results of the volume-rendering image are 

provided in table 4, with each scenario having a different number of subsets and iterations. 

The number of subset was set to 2, 8, 32, and iteration to 2, 10, 100, yielding nine 

reconstructed images presented. After examining table 3 and table 4, the conclusion was 

that the optimal combination of subsets and iterations is the combination: 8 subsets, 100 

iterations. The iterations being 100 is the option which cannot be denied that is the best 

one, but regarding the subset being 2 or 8 or 32 another parameter needs to be taken in to 

account. OSMAPOSL algorithm take advantage of geometrical symmetries and perform 

the reconstruction relatively quicker, as the number of subsets increases. But if there aren’t 
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so many symmetries, like the case with 32 subsets, then the algorithm performs poorer and 

wastes more and more time in order to converge. Furthermore, as demonstrated in the 

samples with the subset being set to 32, for the 2 and 10 iterations cases the reconstruction 

does not look so much as the end image but as the number of repetitions increases to 100, 

the algorithm converges to the same result as the other cases, with iterations set to 100. 

Due to the big number of images produced there wasn’t enough space to present in 

the thesis the detailed investigation, for that purpose a great number of images are stored in 

Appendix 3. More data can be accessed as the investigation presented there is for subsets 

1,2,4,8,16,32 and iterations to 1,2,5,10,100 with not only the transverse side but also the 

coronal and sagittal for each slice viewed. 

8.5.2 Hot spheres Jaszczak phantom OSMAPOSL vs FBP Comparison. 

  

FBP OSMAPOSL 
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Volume Rendering - FBP Volume Rendering - OSMAPOSL 
Table 5 FBP - OSMAPOSL Jaszczak hot spheres phantom. 

As it can be observed in table 5, side by side the results of the reconstruction with 

OSMAPOSL and FBP, along with the volume renderings of the reconstructions. As it can 

be seen, with the spheres being hot and the background cold, the FBP algorithm has a 

clearer reconstruction. Although OSMAPOSL reconstruction is very impressive for an 

iterative algorithm, without the usage of the algorithms full capabilities taking into 

consideration filtering, attenuation and other parameters cannot outperform FBP algorithm 

in 2D reconstruction. This run with the activity set up at 10 Bq/mm3 took around 76 hours 

to finish, while the result it produced are quick decent.  
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8.5.3 COLD spheres Jaszczak phantom OSMAPOSL vs FBP Comparison. 

  

FBP OSMAPOSL 

  

Volume Rendering FBP Volume Rendering OSMAPOSL 
Table 6 FBP - OSMAPOSL Jaszczak cold spheres phantom. 

As it can be seen in Table 6, both algorithms did their best in this rather difficult 

scenario, with OSMAPOSL having slightly better results, in the opinion of the writer. 

Although volume rendering is useful in many cases and can enhance the quality of the 

reconstruction, in this particular case did not reveal any extra cold regions, but in addition 

was unable enhance the already revealed ones. 

Both the OSMAPOSL and FBP reconstruction reveals the S6=38mm, S5=31.8mm 

and S4=25.4mm spheres to have cold background, while FBP has a quite better contrast, 

OSMAPOSL not clearly enough presents the S3=19.1 mm sphere too. This run took 
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around 11 days to finish, the activity of the source being 1 Bq/mm3 seems a small number 

but the cylindrical hot area in this case, is quite larger in relation to the spheres, making it 

much more expensive in terms of computational time. 

8.5.4 Comparison for various Crystal substances for AnyScan S based SPECT-head. 

BGO 

 

GSO 

 

LSO 

 

NaI 

 

Table 7 Sinograms for different crystal substances. 

BGO 
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GSO 

 

LSO 

 

NaI 

 

Table 8 Singles - Energy distributions for different crystal substances. 

BGO 
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GSO 

  

LSO 

  

NaI 

  
Table 9 FBP reconstructions and volume renderings for different crystal substances. 

BGO 
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GSO 

  

LSO 

  

NaI 

  
Table 10 OSMAPOSL reconstructions and volume renderings for different crystal substances. 

At this point it is necessary to advice that besides the change in crystal material, 

nothing else has been changed on the code between simulations. The comparison begins 

with Table 7 where the sinograms of each case are presented. As observed the sinograms 

with BGO, LSO, GSO crystals are quite a bit brighter than the sinogram with the NaI 

crystal.  

For the singles scored at each case, table 8 presents the energy distributions per case. 

As it can be seen, the BGO case had 327.000 hits, the LSO case had 669.637 hits, the GSO 

case had 666.000 hits and the NaI case had 237.000 hits. As it was predicted, the other 
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crystals have more hits than the NaI case, which explains also, why the sinograms are 

brighter for the BGO, LSO and GSO cases. 

Table 9 presents the FBP reconstructions and volume renderings for all cases. As 

presented, great interest in the cases of GSO and LSO as the S1=12.7mm sphere can 

actually be seen very clearly, in comparison with the other cases where it is not so clear.  

Table 10 presents the OSMAPOSL reconstructions and volume renderings for all 

situations. Besides OSMAPOSL images being rather low in contrast, again the cases of 

GSO and LSO present better image quality and as it can be observed the S2=15.9mm 

sphere now is more visible. 

Following the extensive comparison, the argument follows that by changing the 

crystal in a SPECT system from NaI to BGO, LSO, or GSO and without changing the 

activity of the radioisotope to a patient, the same examination can provide a superior 

quality image. 

8.6 Custom Small Animal SPECT-head Simulation. 

 

Figure 101 Custom Small Animal NaI Crystal, Hot rods Jaszczak Phantom Sinogram Visualization. 
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Figure 102Custom Small Animal NaI Crystal, Hot rods Jaszczak Phantom, Singles - Energy 

Distribution. 

 

Figure 103 Custom Small Animal NaI Crystal, Hot rods Jaszczak Phantom, Singles - Spatial 

Distribution Position X. 
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Figure 104 Custom Small Animal NaI Crystal, Hot rods Jaszczak Phantom, Singles - Spatial 

Distribution Position Y. 

 

Figure 105 Custom Small Animal NaI Crystal, Hot rods Jaszczak Phantom, Singles - Spatial 

Distribution Position Z. 

Figure 101 displays the sinogram of the customized small animal SPECT-head 

simulation with the Jaszczak phantom operating in hot rods mode. The singles scored by 

the detector have energy distribution shown in Figure 102. As can be observed, the energy 

range is 140 keV ± 10% (126, 154), as defined in the GATE configuration .mac file, with 

the peak being approximately 140 keV, and the lowest and highest points being 126 and 

154 keV, respectively. Figures 103 to 105 depict, respectively, the spatial distribution of 

the singles scored by the SPECT-head in the x, y, and z directions.  
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It's important to note that the activity was adjusted to 1200 Bq/mm3 at this stage 

since the geometry of the custom-built small animal SPECT-head is considerably smaller 

than the AnyScan-based SPECT-head. The simulation time for the activity was around 74–

76 hours. 

8.6.1 OSMAPOSL Comparison for optimal subset and iteration combination. 

   

2Subsets, 2Iteration 2Subsets, 10Iteration 2Subsets, 100Iteration 

   

8Subsets, 2Iteration 8Subsets, 10Iteration 8Subsets, 100Iteration 

   

32Subsets, 2Iteration 32Subsets, 10Iteration 32Subsets, 100Iteration 
Table 11 OSMAPOSL reconstructions for various subset and iteration options. 
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2Subsets, 2Iteration 2Subsets, 10Iteration 2Subsets, 100Iteration 

   

8Subsets, 2Iteration 8Subsets, 10Iteration 8Subsets, 100Iteration 

   

32Subsets, 2Iteration 32Subsets, 10Iteration 32Subsets, 100Iteration 
Table 12 OSMAPOSL Volume renderings for various subset and iteration options. 

When using the OSMAPOSL method for SPECT image reconstruction, similar to the 

AnyScan based SPECT-head, an analysis was done to establish which are the best options 

for subset and iteration combination. Each scenario had a varied number of subsets and 

iterations, and the results of the image reconstruction in transverse view with OSMAPOSL 

are shown in tables 11 and table 12, respectively. There were nine given reconstructed 

pictures as a result of the subset size being 2, 8, 32 and the iteration size being 2, 10, 100. 
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Having come to the same conclusion, as with the AnyScan based SPECT-head, that the 

combination of 8 subsets and 100 iterations is the best one after looking at tables 11 and 12.  

Additional information may be acquired through the inquiry detailed in Appendix 3, 

which includes subsets 1,2,4,8,16,32 and iterations up to 1,2,5,10,100, with each slice's 

coronal and sagittal as well as transverse sides available for viewing. 

8.6.2 Comparison of collimator’s hole size for small animal SPECT.  

4mm 

 

8mm 

 

16mm 

 
Table 13 Singles - Energy distribution for different diameters of collimator’s hole sizes. 
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4mm 

  

8mm 

  

16mm 

  

Table 14 FBP reconstructions and volume renderings for different diameters of collimator’s hole sizes. 

4mm 
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8mm 

  

16mm 

  

Table 15 OSMAPOSL reconstructions and volume renderings for different diameters of collimator’s 

hole sizes. 

At this stage, it is important to note that the only difference between simulations is 

the size of the collimators' holes; all other parameters stay the same. Beginning with Table 

13, which shows the Energy Distribution of single photons scored by the detector, the 4mm 

hole size acquired 98000 hits, the 8mm hole size acquired 486653 hits, and the 16mm hole 

size acquired 2346000 hits. 

Moving on to Table 14, which displays the reconstructions alongside the volume 

renderings. Although the cases with 16mm hole size received many hits, according to the 

energy distribution in Table 13, the reconstructed image is not clear at all, leaving the cases 

with 8mm and 4mm that return the phantom's cylindrical sources, being suitable for further 

investigation. Both cases, 4mm and 8mm sizes, are capable of identifying phantom 

cylinders with the radius of 1.2mm, 1mm, and 0.85mm. 

When the number of hits is few, such as in a 4mm hole, volume rendering improves 

the image quality and can reveal that in the 4mm scenario, even if the 0.675mm cylinders 
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are not clearly visible in the reconstruction, they can be seen in the volume rendering. 

Table 15 shows a similar phenomenon, with the OSMAPOSL reconstructions and volume 

renderings of the 4mm case being the best suited for that specific scanner, demonstrating 

that GATE with STIR may yield results for optimization parameters, as stated by Han Guy 

Kang et al [157]. In addition, it is important to say that in 2D mode, like the case of 

SPECT, FBP has better results than OSMAPOSL. 

8.7 Conclusions 

All the results were provided in this chapter. Two primary portions can be seen: the 

CT irradiation data has been shown in the first three sub-sections, and the SPECT approach 

data has been presented in the final two sub-sections.  

First, an evaluation of the data from the CT experiments is being conducted. For the 

instances of interest, the spectrum and energy fluence distributions are shown, and some 

explanations of the beam's energy, x-ray properties, and other factors are explored. Further 

details were available regarding the irradiation when the dosimetric map slices were shown 

with the approach being completed by taking one last look at the comparison dose profiles 

for the following organs: abdomen, brain, heart, lung, skin, and spine, which are supplied 

for energies 30 keV to 150 keV with a step of 30 keV. 

The possibilities of the GATE platform have been discussed in relation to the SPECT 

systems, both the AnyScan S-based system and the custom-made system for small animals. 

After the simulations, a comparison of the best subset and iteration combinations when 

employing the OSMAPOSL reconstruction method is being carried out for both SPECT-

heads. The OSMAPOSL and FBP algorithms, provided by STIR, to reconstruct images 

from the GATE’s simulated projectional outputs. 
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Five simulations occurred in the case of the AnyScan-based SPECT-head, of which 

the first shows the reconstructions of hot spheres Jaszczak phantom, the second presenting 

the cold spheres Jaszczak phantom case, and the third shows the effects of changing the 

crystal material from NaI to BGO, LSO, or GSO on the reconstructed image. The FBP, 

OSMAPOSL reconstructions, and volume renderings are viewed for each of these 

situations. 

The custom-made small animal SPECT-head completed three simulations with the 

size of the collimator's hole varying from 4, 8, 16 mm for each simulation, with the results 

being consistent with previous studies. 
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9. General Conclusions 

The current research aimed to address questions regarding the modelling of CT and 

SPECT systems, from a dosimetric stand point, utilizing Monte Carlo open source 

software. On the one hand, there are particles that somehow interacting with the world 

around us and on the other hand, those interactions needed to be mathematically modelled 

and algorithmically calculated. Chapter A describes and introduction to the fundamentals 

of particle interaction with matter, dosimetric quantities and the principles of operation of 

both CT and SPECT systems are described. Additionally, it describes a practical approach 

of how to model such interactions with Monte Carlo techniques. Chapter B, depicts the 

research part of the dissertation which covers all the information regarding the software 

utilized, such as how to compile and install it, how to properly utilize it to meet the needs 

of the experimental scenario and finally how to further analyze the outputs to results. 

Furthermore, the results for each system as well as the approaches utilized were evaluated. 

There were many challenges utilizing open source software and being able to perform 

simulations. The compilation and installation procedure for GATE, EGSnrc and STIR was 

a challenge, but Appendix 2 technical report was created as well as two lengthy video 

tutorials were built in order to overcome those challenges. Another issue was the small 

number of computational units, which in this case were 3 computers, two with native 

Ubuntu and another with Windows 10 utilizing WSL 2.0 virtualization in order to run 

Ubuntu. The outcome of that restriction lead to the creative thinking by the side of the 

researchers and enable them to utilize techniques like variance reduction in order to save 

major simulation and execution time. In addition, the access to commercial CT and SPECT 

systems was very difficult at the time being due to COVID-19 pandemic, the solution here 

was extensive bibliography research and collaboration with the other researchers, like the 

one with University of Thessaly. Also it is very time consuming testing new ideas and 
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systems utilizing Monte Carlo, as each execution takes a long time to produce outcomes 

and for the result to be evaluated there is an extra time cost, this challenge was overcome 

with very good time development and monitoring in order not to waist a second. 

The strategy for the CT approach was to utilize EGSnrc routines, BEAMnrc produced 

outputs .egsphsp files that were beam simulations and with DOSXYZnrc the irradiation 

from all angles, forming a circle around special personalized phantoms. The most 

significant questions answered was: 

1. How to approach CT with EGSnrc. 

2. How does someone evaluates CT beams? 

3. When we say CT has low dosage, how low? 

4. How much is the exposure of organs from a CT examination? 

5. What is the energy range, relationship with the dose in organs? 

The results of the CT experiments are being evaluated. The spectrum and energy 

fluence distributions for the cases of interest are displayed, and several hypotheses 

regarding the beam's energy, x-ray characteristics, and other elements are investigated. The 

approach was completed by taking one final look at the comparison dose profiles for the 

following organs: abdomen, brain, heart, lung, skin, and spine, which are supplied for 

energies from 30 keV to 150 keV with a step of 30 keV, providing additional information. 

Additional information and a detailed evaluation can be found in Appendix 1, where the 

data presented are from 30-150 keV with step 5keV. 

The philosophy changed when approaching the SPECT system. Before, a beam was 

generated, evaluated and the beam irradiates the phantom. Due to the principle of operation 

the source in a SPECT examination is the patient so the irradiation comes from inside out. 

GATE helped building scenarios to simulate the orbiting and rotation of the SPECT-head, 
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also the sources were able to be defined and the experiment beginning. Afterwards the 

sinogram and the .root output were collected from the GATE simulations and the .root file 

was utilized for the evaluation of the simulation and the projectional data were 

reconstructed with STIR. The most significant questions answered were:  

1. How to approach a SPECT system with GATE? 

2. How to reconstruct projectional data with STIR? 

3. If the SPECT characteristics were optimized, what effect would that have in the 

reconstructed image? 

The SPECT systems, including the AnyScan S-based and the custom-made for small 

animals, have been addressed about the GATE platform's potential. The optimal subset and 

iteration combinations for using the OSMAPOSL reconstruction approach are being 

compared after the simulations for both SPECT heads. STIR's OSMAPOSL and FBP 

algorithms are used to recreate visuals from the outputs of the GATE's simulated 

projections. 

The AnyScan-based SPECT-head was subjected to five simulations, the first of 

which displays the reconstructions of the hot spheres Jaszczak phantom case, the second 

the cold spheres Jaszczak phantom case and the third the effects of switching the crystal 

material from NaI to BGO, LSO, or GSO on the reconstructed image. For each of these 

scenarios, the FBP, OSMAPOSL reconstructions, and volume renderings are seen. The 

results of three simulations using the specially designed small animal SPECT-head, with 

the collimator's hole sizes ranging from 4, 8, and 16 mm for each simulation, were in 

agreement with earlier research. Additional information can be found in Appendix 3 where 

more reconstructed images can be viewed.  
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The contribution of thousands of people who shared hundreds of lines of code and 

experience allowed this research to be completed. The code for every case used and further 

details about the execution are all included in Appendix 4. 
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10. Future work 

Regarding the work that will be done in the near future, the objective is to develop x-

ray tube simulation on mammography, dental radiology, commercial CT, and CBCT 

systems while extending the CT technique. The methods outlined in this study can be 

utilized to imitate the type of x-ray tubes used in modern airport security scanning. Another 

stage is to use GATE to replicate the head of a CT detector. In the near future, the SPECT 

technique will continue with computational phantom simulations, Specific Absorbed 

Fractions (SAF) calculation using GATE and EGSnrc, and the contribution of the results to 

the OpenDose database. Simulating PET systems using GATE is also a short-term 

objective. 

On a different level, the investigation of Monte Carlo simulation codes is particularly 

fascinating; as an illustration, TOPAS is a fantastic tool for creating Linacs and modules 

for proton treatment. Both x-ray tube simulation and linac simulations are especially 

interested in a comparison between TOPAS and EGSnrc. Packages such as Geant4-dna and 

Topas-nBio will be at the forefront of research attention in the next years as they provide 

new capabilities for Monte Carlo simulations at the molecular - DNA level, so a good start 

is to start to know such tools today. 
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Appendix1: CT simulation results 

Appendix 1 consists of EGSNRC runs results. Due to the very big file of Appendix 1 it 

was cut down into 5 separate documents. Appendix1 has 4900 images and each file has the 

beam characteristic charts, the Dosimetric map Slices for all cases and energies and Dose 

profiles for 6 organs for each case and energy. Each file contains 5 energies for each case 

of the two target materials, so each file contains 980 images, at 300pdi image quality, each 

image. For all data are presented in a particular order:  

a. BEAMnrc Graphs: Includes 25W target beams, 25AU target beams, and energies 

between 30keV – 150keV with step 5keV. 50Beams in total with each beam having 

6 charts. So initially 50beams*6charts=300 images, have been generated.  

b. Phantoms Dosimetric Map Slices: After the beams creation begins the irradiation 

with those 50Beams of the three phantoms, (Chest, Abdomen and Brain) created 

from anonymous personalized dicom images. For each case: 50beams*86slices per 

energy for all 3 cases =4300 images. 

c. Dose Profiles: For 6 organs from all three cases. 50 beams * 6 organs = 300 images. 
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Appendix2: Compilation and Installation Technical Report  

Technical Report for: 

Installation of EGSNRCmp, GATE v9.0, STIR v4.0 extra commands 

Installation environment UBUNTU 20.04. 

1. Add repositories:  

sudo add-apt-repository main 

sudo add-apt-repository universe 

sudo add-apt-repository restricted 

sudo add-apt-repository multiverse 

2. Install packages: 

sudo apt update && sudo apt upgrade 

sudo apt install linux-headers-$(uname -r) dkms  

sudo apt install apt-transport-https binutils build-essential ca-certificates cmake cmake-

curses-gui curl dpkg-dev emacs evince g++ gcc geany gedit gfortran gimp git gnome-

tweaks grace graphviz-dev libavahi-compat-libdnssd-dev libboost-dev libcfitsio-dev 

libfftw3-dev libftgl-dev libglew-dev libglew1.5-dev libgsl0-dev libinsighttoolkit4-dev 

libkrb5-dev libldap2-dev libmotif-dev libmysqlclient-dev libncurses-dev libpcre3-dev 

libpng-dev libssl-dev libtbb-dev libtiff5-dev libvtk7-qt-dev libvtk7.1p libvtk7.1p-qt libx11-

dev libxext-dev libxft-dev libxml2-dev libxmu-dev libxpm-dev make mayavi2 mpi-default-

bin mpi-default-dev octave okular openjdk-11-jdk p7zip-full p7zip-rar python python-dev 

python-numpy python3-dev qpdfview qt5-default qt5-qmake qtbase5-dev qtbase5-dev-

tools qtchooser rar socket software-properties-common swig tcsh ubuntu-restricted-extras 

unrar vlc vtk7 vtk7-doc vtk7-examples vtkdata wine winetricks xlibmesa-glu-dev 

GATE Installation: 

Video Tutorial made in University of West Attica: 

 

YouTube url: : https://youtu.be/mwc8MNjP8pU 

https://youtu.be/mwc8MNjP8pU
https://www.youtube.com/watch?v=mwc8MNjP8pU&ab_channel=NikolaosChatzisavvas
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Programs and Versions:  

GATE version 9.0 

Geant4 version 10.06.p02 

ROOT version 6.22.02 

InsightToolkit version 5.1.1 

Libtorch Version cxx11-abi-shared-with-deps-1.4.0+cpu 

Lmf version 3  

Ecat version 7 

Kindly unzip all files and .tar.gz files to one directory GATE90 and send the files inside 

that. 

Compilation process: 

1.GEANT4: 

cd where_your_folder_for GATE_is/GATEv9 (mostly /home/username make a folder 

called GATE90 – suggestion not mandatory) 

mkdir geant4_10_06-build 

mkdir geant4_10_06-install 

cd geant4_10_06-build 

cmake -DCMAKE_INSTALL_PREFIX= where_your_folder_for 

GATE_is/GATE90/geant4.10.06.p02-install where_your_folder_for 

GATE_is/GATE90/geant4.10.06.p02 -DGEANT4_INSTALL_DATA=ON -

DGEANT4_USE_OPENGL_X11=ON -DGEANT4_USE_XM=ON -

DGEANT4_USE_QT=ON 

after make –j4 (for 4 threads) 

make install  

source /where_your_folder_for GATE_is /GATE90/geant4_10_06-install/bin/geant4.sh 

2. ROOT: 

cd /where_your_folder_for GATE_is /GATE90/ 

mkdir root-6.20.02-build 

mkdir root-6.20.02-install 
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cd root-6.20.02-build 

cmake -DCMAKE_INSTALL_PREFIX=/where_your_folder_for GATE_is 

/GATE90/root-6.20.02-install /where_your_folder_for GATE_is /GATE90/root-6.20.02 

cmake –build . -- -j4 

make install 

source /where_your_folder_for GATE_is /GATE90/root-6.20.02-install/bin/thisroot.sh 

3.ECAT7 fixes: 

Before modify:  

utils/matlist.c --> #include <stdlib.h> #include <stdio.h> 

 

utils/show_header.c --> #include <math.h> #include <string.h> #include <stdlib.h> and at 

189 line change: mh->dosage 
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utils/applynorm.c --> #include <string.h> and line 87 #include <math.h> 

 

 

 

rts_cmd.c -->line 176 cfree => free 

 



Nikolaos Chatzisavvas PhD Thesis  Department of Industrial Design and Production Engineering  

University of West Attica, Greece 

 

208 

 

cp Makefile.unix Makefile 

make 

mkdir include 

cp *.h /where_your_folder_for GATE_is /GATE90 /ecat7/include/ 

mkdir lib 

cp libecat.a lib/ 

cd utils 

cp Makefile.unix Makefile 

make -f Makefile LIBS=-lm 

4.LMF_3 fixes: 

make changes to files where you see *gets -> gets 

src/correctUnknownField.c  

 

src/newFieldInCchFile.c 

 

src/fileNameManager.c 

 

src/editLMF_cchInfo.c 
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src/testField.c 

 

./configure 

make clean 

make  

5. ITK 

Go inside the ITK folder with the source code 

mkdir build 

mkdir bin 

cd build  

ccmake -DITK_USE_REVIEW=ON .. 

"press c to generate once first generation is complete then press t and turn on 

Module_RTK=ON, then press g " 
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press t and specify the INSTALL_PREFIX to the forlder /where_your_folder_for GATE_is 

/GATE90/PATH_TO_ITK/bin 

 

make –j4 
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make install 

6. Libtorch 

You only have to unzip the files and in the cmake panel you need to: 

specify the path to libtorch/share/cmake/Torch 

specify the path to libtorch/share/cmake/Caffe2/public 

7. GATE 

mkdir GATE_90-build 

mkdir GATE_90-install 

cd GATE_90-build 

ccmake ../GATE_90 

turn on the libraries as RTK  

correct the installation path 

turn on ecat7 and specify the path to ecat7 inside ccmake panel 

turn on lmf_3_0 and specify the path to lmf_3_0 inside ccmake panel 

specify the path to libtorch/share/cmake/Torch 

specify the path to libtorch/share/cmake/Caffe2/public 
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make –j4 

make install 

export PATH=/home/nickphd/GATE82/GATE_v8_2-install/bin:$PATH 

7.1 compile jobsplitter and filemerger 

cd /where_your_folder_for GATE_is /GATE90/GATE_90/cluster_tools/jobsplitter 

make 

cp /where_your_folder_for GATE_is /GATE90/GATE_90/cluster_tools/jobsplitter/gjs 

/where_your_folder_for GATE_is /GATE90/GATE_90-install/bin 

 

cd /where_your_folder_for GATE_is /GATE90/GATE_90/cluster_tools/filemerger 

make 

cp /where_your_folder_forGATE_is/GATE90/GATE_90/cluster_tools/filemerger/gjm 

/where_your_folder_for GATE_is /GATE90/GATE_90-install/bin 

 

All files without the prefix –build or –install are the extraction of the source code from the 

packages, ecat7, lmf3, GATE, geant4, root, InsightToolkit. 

In order to run GATE you need to source some files:  

#Geant 

source /where_your_folder_forGATE_is/GATE90/geant4.10.06.p02-install/bin/geant4.sh  
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#ROOT 

source /where_your_folder_forGATE_is/GATE90/root-6.22.02-install/bin/thisroot.sh 

#GATE 9.0 

export PATH=$PATH:/where_your_folder_forGATE_is/GATE90/GATE-9.0-install/bin 

Afterwards you can run GATE on your terminal. 

EGSNRCmp Installation: 

Video Tutorial made in University of West Attica: 

 

YouTube url: https://youtu.be/t3OW-q9wR6M 

Test compilers and prerequisite software: 

gfortran --version 

gcc --version 

g++ --version  

make --version 

echo 'puts [info patchlevel]; exit 0' | wish 

grace -version 

xmgrace 

Clone the github repository from github inside the folder that you want to put 

EGSnrc installation folder. 

git clone https://github.com/nrc-cnrc/EGSnrc.git 

cd EGSnrc/ 

export HEN_HOUSE="" EGS_HOME="" EGS_CONFIG="" 

https://youtu.be/t3OW-q9wR6M
https://github.com/nrc-cnrc/EGSnrc.git
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export QTDIR=/usr/lib/qt5/ 

export QT_SELECT=qt5 

./HEN_HOUSE/scripts/configure 

After configuration kindly press 3 to compile all 

After put inside .bashrc file the following:  

export EGS_HOME=WHERE_YOUR_EGS_directory_IS/EGSnrc/egs_home/ 

export EGS_CONFIG= 

WHERE_YOUR_EGS_directory_IS/EGSnrc/HEN_HOUSE/specs/linux.conf 

source 

WHERE_YOUR_EGS_directory_IS/EGSnrc/HEN_HOUSE/scripts/egsnrc_bashrc_additio

ns 

after compilation, compile guis 

cd $HEN_HOUSE 

cd egs++/view/ 

make clean 

make 

cd $HEN_HOUSE 

cd gui/ 

make clean 

make 

STIR Installation: 

Download the STIR-stir_rel_4.0.0.zip from the github page. 

https://github.com/UCL/STIR/releases/tag/stir_rel_4.0.0 

Make a folder TOOLS 

Inside unzip the STIR_rel_4.0.0 

If you want to use ecat7 for the STIR kindly follow the instructions for STIR with Ecat7, 

change: 

files : src/IO/stir_ecat7.cxx 

 src/include/stir/listmode/CListRecordECAT962.h 

https://github.com/UCL/STIR/releases/tag/stir_rel_4.0.0
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 src/include/stir/listmode/CListRecordECAT962.h 

https://github.com/UCL/STIR/pull/581/commits/46f347b604e0e11a60af42a4519411b9c11

065e3 

make a ecat7_stir directory inside TOOLS folder (same folder as STIR-bin and STIR-

rel_4.0.0 follow the instructions about ecat7 for GATE but compile using : 

make -f Makefile.unix CC="gcc -fPIC" 

cd utils/ 

make -f Makefile.unix CC="gcc -fPIC" LIBS=-lm 

On the same directory make a folder STIR-bin and inside the STIR-bin make a Release 

directory. 

mkdir STIR-bin 

cd STIR-bin 

mkdir Release 

cd Release 

ccmake ../../STIR 

inside the ccmake put ON BUILD_SWIG_PYTHON, BUILD_TESTING, define root 

directory, leave ITK4.13 

https://github.com/UCL/STIR/pull/581/commits/46f347b604e0e11a60af42a4519411b9c11065e3
https://github.com/UCL/STIR/pull/581/commits/46f347b604e0e11a60af42a4519411b9c11065e3
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In order to pass all test, you must source ROOT:  

#ROOT 

source /where_your_folder_forGATE_is/GATE90/root-6.22.02-install/bin/thisroot.sh 

Compile with:  

make -j4  
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make test 

make install 

After the installation update the .bashrc file as follows: 

#STIR 

export PATH=$PATH:PATH_TO_STIR_FOLDER/TOOLS/STIR-bin/bin 

export LD_LIBRARY_PATH=$LD_LIBRARY_PATH: PATH_TO_STIR_FOLDER 

/TOOLS/STIR-bin/lib 
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Appendix3: SPECT-heads simulations Results. 

Appendix 3 consists of GATE-STIR runs results. Due to the size of the file, Appendix3 

has its own external file. It includes 5 runs for the AnyScan SPECT study and simulation 

and 3 runs for the SmallAnimal SPECT study. For each SPECT Head study for the first run 

an investigation is taking place to determine the best iterations {1,2,5,10,100} and subsets 

{1,2,4,8,16,32} settings for the OSMAPOSL reconstruction algorithm. For the first run in 

each case, 30 reconstructions OSMAPOSL and 1 reconstruction with FBP are being carried 

out. For the other cases, 1 plus 1 reconstructions for OSMAPOSL and FBP are being 

carried out respectively. For each GATE run the Singles detected - Spatial Distributions in 

XYZ axis, the Singles - Energy Distribution and the Sinogram detected by the head 

detector are being viewed. Therefore, all 8 simulation have 31*2 + 6*2 = 74 

reconstructions. Each reconstruction contains 3 images of view slices for transverse, 

sagittal and coronal views, plus 1 more image containing the Volume Rendering image 

slice. Altogether, the Appendix contains 74*4 + 8*5 = 336 images. 

 



Nikolaos Chatzisavvas PhD Thesis  Department of Industrial Design and Production Engineering  

University of West Attica, Greece 

 

219 

 

Appendix4: Source Code. 

Appendix 4 contains all the code routines of the BEAMnrc, DOSXYZnrc, GATE 

Simulations and STIR reconstruction that were utilized in order to produce the results 

presented in this thesis. Due to the size of the file, Appendix4 has its own external file.  
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