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Abstract

Fake news has flooded social networks and has been studied from different perspectives.
Different methodologies have been proposed to approach this issue. In recent years, researchers
have been conducting analyses based on machine learning and neural network models. The
results of a model depend not only on the structure of the model by itself, but also on the right
pre-processing of the data. For this reason, various techniques have been developed. The
concern of researchers is to achieve the best results through the combination of the appropriate
processing of the data with the appropriate model. The current MSc thesis examines the
techniques developed in the field of assessing news based on rumors in social networks; to this
end, the thesis implements an approach based on the Graph Neural Network algorithm (GNN).
In the introductory part of the thesis, the techniques that have already been proposed by
researchers are examined. In the next section, natural language processing operations are
described with reference to embeddings that play a decisive role in transforming data into a
format suitable for input into processing models. In particular, the thesis is based on data set
analysis through Graph Convolutional Networks (GCN). For this reason, a detailed description
of this model is provided; algorithms of the same category as GNNSs are also presented. The data
set used for analysis is described; this is a data set built specifically for research on the issue of
rumor evaluation. The methodology adopted and employed is subsequently described. In
particular, the open access data set that has been mined from the social network Twitter, contains
rumors that have concerned the public and labels regarding the stance of users towards these
rumors. The data set has already been analyzed through various methodologies, yet, not from
the perspective of GNNSs. The present thesis aims to analyze the same data set using the GNN
architecture and comparatively evaluate results with existing, published results, in order to draw
conclusions as well as identify limitations and provide feedback for further analysis.

Keywords

Social networks, Graph Neural Networks, LSTM, Fake news, Stance detection, Data veracity
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Iepiinyn

Ot yevoelg ednoelg €yovv KATokKAVoEL TO KOWmVIKE diktvo kot €yovv pelembBel amd
SLPopeTIKEG OTTIKEG Yooviec. Eyxovv mpotabei d1dpopeg peBodoroyieg yio v mpocéyyion avtov
tov Bépatoc. Ta tehevtaia ypdvia ot epevvnTég deEdyouy avaAdoelS PACIGUEVES GE LOVTEAQ
UNYOVIKNG LABNoNg Kot vEupoviK®dv Siktiwv. Ta arotedéopota evog LovtéAov dev eEapTmvTal
novo amd T dopn TOL HOVTEAOL avToV KA’ g0vToV, OAAG Kol otd TNV 6ot Tpo-enelepyacio
Tov dedopévov. o avtd 10 AdYo éyouvv emiong avamtuydel O14@opeg TEYVIKEG TPO-
eneéepyaciag. Kuplog otdyoc tmv epguvntdv elval 0 cuvovacudg TG KATAAANANG enelepyaciog
TV dedopévev LE TN XPNON TOL KATAAANAOL HOVTEAOL Yyl va TPoKLYOLV BéATIoTA
arotedéopato. H ovykekpévn owmiopotikn epyocion €€etdlel T1g tE(VIKES TOL £)YOLV
avantuyOel 6TOV TOpEN TG AVAYVOPICTIS TOV YEVOMV EO1GEMV TTOL dtadidovTal PLEGA amd To
Kowovikd diktva. o to okomd avtd vAomolel pia Tpocéyyion mov Paciletar oe adlydpiBpo
Nevpovikod Awtdoov I'pdpov (GNN). Zto eic0ymykd HEPOG TNG SUMAMUATIKNG EPYOCIOG
AVOPEPOVTOL OL TEYVIKEG IOV £xoLV 101 TpoTabel Kot dnpoctevdel amd GAlovg epguvnTég. v
EMOUEVT EVOTNTO TEPTYPAPOVTOL Ol AEITOLPYiEG EMEEEPYOGING PUGIKNG YADGGAG LLE OVOPOPAL
ot evoopotmnoelg (embeddings) mov mailovv kobopiotikd pOAO TN HETATPONY| TOV
OEQOUEVMV GE LOPON KATAAANATN Y100 EI0AY®OYT] GE LOVTEAN EMEEEPYATTAG, KAODS Kot GE LOVTEAQ
OV YPNGLLOTOLOVVTOL GTNV TTapovcsa aviivor. Kabog n dwtppn Pacileror oty avdivon
péom GNNSs, yivetal Aemtopepng meptypaen Tovs. To civoro dedopévav Tov ypNGLoToOnKe
Y. ™V mopovoa avaivon €xet avamtuybel emi tovtov Y €pguva mAved oTo BEpa g
afloloynong onuov. Metd to data set, ot ocvvéyela meptypdpetar  pebodoroyio mov
emA&yOnke kot vioBetnOnie. Xvykekpuéva, T0 GUVOAO OEOOUEVAOV OVOIKTNG TTPOGROCcNG TOV
&xetr e€opuyBel amd to Kovmvikd diktvo Twitter, TepLEyel PNILES TOV £YOVV ATAGYOANCEL VIOV
TO EVPV KOWO GE TPONYOVUEVO YPOVIKO O1AGTNO KOl TEPLEYEL EMONUAVOELS (XOPUKTNPIGHLOVS)
®G TPOS TN GTACN TOV YPNOTMOV OTEVOVTL GE OVTES TIG PNUES — TBAVEG yevdelg ednoets. To
oLVoLo Oedopévav €xel NON depevvnBel pe ddpopeg peBodoroyieg, aAAE Oyt amd TNV OMTIKY
yovia tov GNNs. H napovoa sSimhopatiky) epyacio xel g 6Td)0 va avoldcel ta dedopéva
avtd pe 1t ypnom g opyltektovikng tv GNNS kot vo aE0AOYNGEL GLYKPLTIKG TO
OTOTEAECUOTO MG TTPOS VIAPYOVIO OVTIGTOL(O OTOTEAECUOTA HECH GAAOV TPOCEYYICEWMV,
TPOKEWEVOL va, eEAYeEl cLUTEPAGHOTA OAAG KOL VO EVIOMIGEL TOVG TEPLOPIGUOVS KOl VO
TAPAGYEL OVOTPOPOJATNOT| Y10 TEPULTEP® OLVAALGT).

A&Eearg — KA1,

Kowwovikd diktva, Nevpovikd Alktva I'paeov (GNN), LSTM, Wevdeig e1onoeig, Aviyvevon
otdong, Eykupomta dedopévov
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INTRODUCTION

The subject of this thesis

As social networks are now part of everyday life, the data circulating in them is voluminous and
keep growing. Researchers study them to examine user behaviour from many perspectives,
including the analysis of stance detection. Specifically, given an initial posting or twit in a social
network, with a piece of news or with the expression of a specific point of view, users may
respond to it by expressing different stances towards it: they might agree, disagree, question it
or simply position themselves neutrally towards it. The stance assumed by users towards this
piece of news is important if correlated with the veracity of the news: it should be alarming if
the majority of the public would tend to agree or believe fake news. This thesis is about
examining stance detection through Graph Neural Network. GNNs are neural networks
proposed and developed more recently than other types of neural networks and have been used
for many applications such as online social network analysis. The current analysis is based on a
data set that is publicly available and built specifically for stance detection investigation, from
data extracted from twitter. It is created on the basis of instances of various rumours that have
been spread in the recent past regarding issues or event with considerable impact on the public;
it is therefore interesting to examine the public viewpoint on them.

Background

The background for the current thesis consists of techniques that have been developed for
analysing data from social networks as well as studies that have been conducted on the specific
dataset. Concepts such as that of natural language processing and embeddings which involve
pre-processing of text are presented and discussed; models used for stance detection, such as
LSTM, BERT, and GNNs are presented. Previous existing studies using the same data set are
also presented to highlight their effectiveness and to compare the results of this thesis with them.

Methodology

The methodology adopted and implemented consists of the following steps:

Pre-processing of the data set, such as cleaning and removing non-useful content.
Transformation of textual content to vectors-embeddings.

Creation of the graphs from the structure given by the data set.

Development of the models and analysis of the data set through these models. A GCN
model and a combination of GCN with LSTM are used for analysis.

5. Training and evaluation of the models; results.

Howbdpe

Innovation

The dataset has been explored by 8 different studies, each using a different approach.
Approaches include
Q) machine learning algorithms such as linear regression and support vector machine

and
(i) deep learning algorithms such as LSTM and CNN.

MSc in Artificial Intelligence & Deep Learning, MSc Thesis
Panagiotis Monachelis, AIDL-0009 11
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Existing research publications do not include any GNN approach, however. The purpose of this
thesis, therefore, is to implement the GNN approach and compare results with those of previous
studies aiming to evaluate the performance of GNN on a rather standard yet not trivial data set.

Structure

The thesis in structured into chapters aiming to be easily readable and to make the content more
understandable.

In the 1%t chapter, the thesis presents a survey on existing research studies on social networks,
the phenomenon of fake news and the methods that researchers have used to approach the issue
of fake news. In contrast, the topic of the current thesis, i.e., stance detection, is highlighted.

In the 2" chapter, the concepts of natural language processing (NLP) and of embeddings are
described, focusing on the specific technique that has been used in the thesis. Also, popular
neural network techniques used for this type of analysis are presented.

In the 3" chapter, the concept of graphs and of graph neural networks (GNNs) are extensively
described, focusing in particular on the most popular GNNSs.

The 4% chapter reports on relevant work that has already been published on stance detection and
specifically on studies that have used this particular dataset. The 5" chapter describes the
implementation of the model proposed in this thesis, starting from the analysis of the dataset,
continuing to the implementation of the graph neural network models and concluding with the
results.

Finally, the 61 chapter concludes the study and raises issues for further consideration.
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1 CHAPTER 1: FAKE NEWS AND TECHNIQUES OF ANALYSIS

1.1 Fake News on Social Media

Online Social Networks have become part of our everyday life and the amount of information
that is circulated daily is enormous. According to the Eurobarometer 'Media & News Survey
2022' [1], 26% of EU citizens choose social networks as their media of choice, while according
to Eurobarometer 516 [2], 55% of users up to the age of 24 choose social networks even for
scientific information, compared to an EU27 average of 29%. The evaluation of information
coming from social networks is more than necessary as it is clear from the above data that the
information circulated on social networks has a strong influence on users.

Social media have the advantages of easy access and rapid spreading of information. On the
other hand, they have the disadvantage of spreading low quality news and sometimes
intentionally false information that may have negative impact on users individually or on the
society in general. It is remarkable that during the election period in the United States of
America, in 2016, the average American adult saw one or more fake news stories in the social
media and more than half have believed them [3]. The politics domain is just one of the domains
where fake news have a strong influence. The issue of misinformation is getting more crucial as
it may put at risk the society in cases where antiscientific news is spread, endangering people
who tend to believe conspiracy theories. This fact became particularly noticeable during the
recent pandemic of COVID-19. It is indicative that the topic of COVID-19 has been investigated
more than any other in the context of conspiracy theories and in general, public health topics are
at the top of the list with high publication counts; furthermore, among them numerous are the
studies on social media use, conspiracy beliefs and health-protective behaviours [4]. This
situation raises a concern about misinformation and its impact, from the perspective of trust in
science. The importance of ‘fighting’ fake news on social media lies in the fact that social media
are the platforms where fake news is most widely circulated, such as in the case of COVID-19
according to the study of Naeem et al. [5]

Number of occurences

Unknown | 5
Blog 1 6

Television 1 7

Newspaper/website Ml 21
Website Hl 37
Donald trump N | 58
Person | I 115
Multiple sources W ) S I 357
Social media | 619
0 100 200 300 400 500 600 700

Figure 1: Ranking of media related to fake news dissemination during Covid-19 pandemic [5]

The figure 1 depicts the dissemination of fake news in different media. It is impressive that
misinformation takes place in social media much more frequently than in other sources.
Consequently, fake news detection in social media is a task of a high interest and attracts the
attention of researchers to face this challenge. It is a demanding process because the mere
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content of a piece of news is often not adequate for the determination of its validity. For the best
possible identification of fake news, [6], auxiliary information must be considered, such as
social engagements of the user on social media. This auxiliary information is related to specific
features:

e The source of the news, which can be an author or a publisher.

e The headline that is a short title describing the main topic and aiming to attract the
attention of readers.

e The body text that contains the detailed view of the author.

e Media files of images or video that accompany the news to provide an extra visual
content.

In addition to investigating the characteristics of a news and posts in social media, the analysis
can be conducted according to the perspective from which it is viewed. There are different
thematic areas which approach the fake news detection from different perspectives.

Rumour detection: Rumour is the ambiguous information that is circulated and has not been
verified. Analysis from this perspective has been conducted in order to examining the validity
of rumours. Approaches that have been proposed include rumour detection, rumour tracking,
stance classification and veracity classification, [7].

Truth Discovery: It refers to the investigation of multiple sources containing possibly opposing
views, aiming to determine the truth. A crucial strategy for this task is the investigation of source
credibility [8].

Clickbait detection: ‘Clickbait’ headlines aim to attract reader attention causing readers to click
on the link of the article and thus result in advertising revenue for the host. The approaches for
clickbait detection use linguistic features such as the similarity of the title with the main content,
as sometimes the clickbait is misleading, or informality, as clickbait headlines tend to use less
formal language than professional articles [9].

Spammer and Bot detection: Fake news can be spread by bots automatically; it is critical to
detect such sources, as they can spread misinformation fast and widely. Bot identification
research involves, among other approaches, linguistic analysis that examines the features of the
bot content, especially part-of-speech (POS) tagging, such as the frequency of verbs, nouns, and
adverbs in the messages [10]. Fake content also can be created by spammers such as opinion
spams; linguistic approaches have been used for their detection [11].

1.2 Techniques and Approaches on Fake News Detection

According to the above, fake news detection is a demanding task and concerns the researchers
from different perspectives. The linguistic approaches include various methodologies. As there
is a big amount of data that has to be processed, the selected techniques should employ effective
algorithms that can handle the size and the complexity of these data. Various types of analyses
have been conducted to address misinformation through different methodologies; major ones
are listed below.

A first categorization of the different techniques used for this task that employ machine learning
models, is into
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(1) Non-Neural Network models and
(i1) Neural Network models.

Machine learning methods that have been used frequently are the Support Vector Machine
(SVM) and Naive Bayes Classifier (NBC), while Logistic Regression (LR) and Random Forest
Classifier (RFC) are used occasionally [10].

From the perspective of Neural Networks, the Recurrent Neural Network (RNN) is very popular
and especially the Long-Short Term Memory (LSTM) model. Convolutional Neural Networks
(CNN) are also widely used, while combinational models of CNN and LSTM have also been
developed, as attention mechanisms of LSTM are incorporated into models for better
performance.

A study was conducted by Aldwairi and Alwahedi [13], aiming to identify a solution to detect
and filter out websites that contain fake news. The researchers have developed a tool that
identifies and removes sites with fake news from the results of a search engine or of a news feed
of a social media platform. As a first step, they collected URLSs from social platforms as there it
was more likely to find fake news; as a second step, they gathered information about the title
and the content of each article from the website. They used machine learning classifiers such as
Bayes Network, Logistic, Random Tree and Naive Bayes. The results of these classifiers were
compared as to the Precision, Recall, F-Measure and ROC values, with the Logistic classifier
yielding the highest precision (99.4%).

A survey on fake news detection identified a plethora of SVM models as well as other machine
learning techniques that have been used for this task, yet less often, such as Conditional Random
Field (CRF), Decision Trees (DT) and Hidden Markov Models (HMMs) [14]. Although
traditional machine learning algorithms seem to have superior performance, they have a
disadvantage over neural network approaches as their representations are based on manually
calculated features; this makes model development time-consuming and may result in biased
features, too. Also, a comparative study between traditional machine learning algorithms and
neural networks on a text classification task showed that CNN architecture had superior
performance compared to five different machine learning models [15].

Apart of technical implementation and the right choice of a model, there are different approaches
of detecting fake news and assessing their impact. Beyond the statistical investigation involving
the counting of indicators such as ‘likes’ and shares of posts in order to find high-impact
messages, artificial intelligence techniques analyse messages by drawing conclusions such as
the sentiment expressed through a message or the objectivity/subjectivity of a message.
Researchers aim to derive results based on the analysis of the features of the content, such as
sentiment analysis or stance detection. As the authors/creators of fake news often create the
misleading information aiming exactly to excite the sentiment of the readers, sentiment analysis
is one of the tasks that frequently accompanies the detection of fake news [16]. Another major
task in the process of fake news detection is stance detection. The analysis in study [16] also
extracts results about the opinions of people toward fake news articles aiming to identify if the
news has impact on its audience or not.
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1.3 Approach of the current thesis

The major task undertaken in the current thesis is stance detection, i.e. the detection of the stance
expressed by a social network user in response to / towards an initial message. This analysis
studies a data set in which users agree, disagree, quest or have a neutral stance towards a
previous message. Stance detection can be applied simultaneously with other methodologies
such as sentiment and subjectivity analysis for a more in-depth research, to indicate whether a
message contains positive, negative or neutral sentiment, whether a message agrees, disagrees
or remains neutral towards another message and whether it expresses an objective or subjective
viewpoint. The above techniques fall under the general category of Natural Language
Processing (NLP) methods. For stance detection, the current thesis uses a dataset deliberately
created for this reason by its authors, i.e., built in order to study stance detection models on it.
Furthermore, the thesis employs a neural model, namely, a Graph Neural Network model, to
analyze the data set and to comparatively evaluate its effectiveness on the given data set.
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2 CHAPTER 2: BACKGROUND

2.1 Natural Language Processing

As social media are flooding the Internet, the volume of user information is becoming
increasingly large. This circulated information is mainly in text format; to automate its analysis,
it needs to be transformed in a format readable by (computing) machines. Also, processing and
conclusion drawing from all this data requires a high degree of automation, i.e., the use of rapid
and efficient methods, which is not possible by humans. NLP performed by computers is
necessary in order to manage this massive text data. NLP is based on a multitude of methods
and is used in many applications where natural language translation leads to the development of
very useful tools, such as

e Text Classification in categories,
e Information Extraction (IE),

e Question-Answering (QA),

e Automatic Language Translation,
e Opinion Mining,

e Sentiment Analysis,

e Stance detection,

and others [17].

However, the development of a model for understanding natural language is a great challenge,
given that languages represent large and complex sets of data (words, vocabularies, etc.). There
are additional difficulties in machine understanding of human languages, due to, e.g., the double
meaning of certain words. The difficulty lies not only in the large number of words and their
semantics, but also in understanding the syntax of sentences since each language has its own
peculiarities. Machine learning comes to provide efficient solutions to this challenge of
developing effective methods for computer understanding of natural language.

The NLP procedures include steps of pre-processing such as

e Tokenization,

e Part of Speech (POS) tagging,
e Word segmentation, and

e Parsing.

In Tokenization, a period of text or a longer document is split into ‘tokens’ based on the spaces
existing between the words. A next step is stop-word removal, where short-lettered, frequent,
yet unimportant words, named ‘stop-words’ are removed (“the”, “a”, “not”, “will”, pronouns,
etc.). On the other hand, segmentation is a process where a word is divided into its syllables.
This is more necessary in languages such as Chinese or Japanese in which there do not exist
clear word boundary markers. POS tagging and parsing analyse respectively the lexical and

syntactic information of a period of speech or text, resulting in tags such as ‘subject’, ‘verb’,
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‘object’, etc. Different tools have been developed to accomplish these NLP tasks, such as NTLK
and Gensim in Python, or OpenNLP and CoreNLP in Java [18].

NLP-related services are also provided as integrated solutions for application development by
platforms such as Amazon and Microsoft. The tools include a variety of services such as
language detection, sentiment analysis, question answering, speech and text translation and
conversational Al [19].

2.2 Embeddings

Embeddings constitute an important component for NLP, as they transform text to formats that
can be understandable by machines. Language models accept inputs such as vectors, that can be
processed by processing units or subjected to mathematical operations. Different models have
been proposed for the representation of words or periods by embeddings, Word2Vec and Glove
are the two models mostly used today. Their success lies in the fact that they are efficient, as
they learn high-quality word embeddings from very large corpora and at the same time have a
user-friendly implementation [20].

Embeddings can be categorized in three categories (Figure 2), [21]:

1. Traditional Word Embeddings,
2. Static Word Embeddings and
3. Contextualized Word Embeddings.

Traditional word embeddings take in account the frequency of occurrence of the words in the
whole document, as well as the co-occurrence of words in the whole body of texts and thus
reveal the significance of rare words. The most used approaches of this category include the
techniques of

e Count Vector based on a basic descriptive statistic of the words,

e Term Frequency-Inverted Document Frequency (TF-IDF) giving information of how
often a term is appeared in a document but also providing information about the rarity
of a term, and

e representation of co-occurrence of words in Co-occurrence Matrix [21].

Static Word Embeddings are a probability approach and represent words to vectors. Such an
embedding is characterized as static because it does not change the vectors of words after the
model has learnt and produced the vectors. The major models of this categories are:

1. Word2Vec: it is a model that analyses the semantic similarity between words,

2. Glove: it has a similar concept but its implementation differs as it employs a co-
occurrence probability ratio,

3. FastText: it is a family of techniques with a wide use in cases such as the analysis of
semantic similarity, and

4. FastText that uses the Skip-Gram model (used in Word2Vec as well): they investigate
word representation considering subword information [22].

Contextualized Word Embeddings: in contrast to static embeddings, contextualized embedding
can change the vectors of the words dynamically as they are based on the context of a particular

MSc in Artificial Intelligence & Deep Learning, MSc Thesis
Panagiotis Monachelis, AIDL-0009 18



“Applying Graph Neural Networks for Stance Detection over Online Social Networks”

word, that may assume different meanings within different sentences. Approaches of this
category are:

1. ELMo embedding that is pre-trained on a large text corpus and capture the syntactic and
semantics information of word with different context,

2. BERT model that uses multilayer bidirectional transformer encoders for language
representations and learns the contextual relations between the words or subwords
handling sentences of minimum length, and

3. GPT 2 model, a decoder transformer only, that predicts words looking at parts of a
sentence and it is trained over millions of websites [21].

[ Word Embedding J

r \ 4 4

L Traditional Word Embedding ’ ( Static Word Embedding J [ Contextualized Word Embedding ]

Count Vector Word2Vec — ELMo

y

> TF-IDF Glove b GPT & GPT 2

Co - Occurrence
Matrix

Fast Text BERT

v

Figure 2: Types of Word Embedding techniques [21]

221 Word2Vec

Word2Vec is a model architecture for computing continuous vector representations of words
that come from very large data sets and it was proposed by Google [23]. Simpler models follow
a frequency-based approach; in contrast, Word2Vec captures and exploits syntactic and
semantic word similarities. The researchers of Google had proposed two architectures, the
continuous Bag-of-Word model and the continuous Skip-gram model. The first one predicts the
current word based on the context while the second one predicts surrounding words given the
current word. These models have much lower computational complexity compared to neural
networks such as feedforward and recurrent networks, and have the ability to compute
accurately high dimensional word vectors from a larger data set.

The operation of the Word2Vec is based on features such as the window size, which is a frame
that captures the neighboring words around a specific word, that are used for the analysis of the
context, and the vector dimensions. The importance of the Word2Vec is that can compute the
similarities of the words from the training of a large corpus. Similarity is calculated using the
Cosine Similarity equation while the value of the similarity ranges from -1 to 1, corresponding
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to the lowest and the highest similarity, respectively [24]. An example of similar words is
depicted in the figure 3.
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. T —
Germany ——— — Rome
e | I
man walked erlin
. o Turkey ~— e
.. —= Ankara
® oo woman
kin i ‘. (@) ek Russia ———— L eow
¥ A walking O Canada ottawa
/ / O vietnam =0 panoi
swimming China Beijing
Male-Female Verb tense Country-Capital

Figure 3: Word2Vec representation: examples of word similarities [24]

2.3 Long-Short Term Memory Model

LSTM model is the most commonly used RNN. As it is a part of the development of this thesis,
it is deemed necessary to describe the model along with its features and applications. RNNSs
have been used for sequential data processing and analysis, such as text, audio and video. They
can take in account previous inputs of the model but they have a short-term memory: only recent
past is considered while the rest is progressively faded out and ‘forgotten’. A disadvantage of
RNN is that, given the practical limitation of memory size, when its memory runs out, previous
information is deleted in order to capture the new information. LSTM model is a variation of
RNN introduced to tackle exactly this situation. A schematic overview of the LSTM model is
depicted in the following figure 4.

LSTM Recurrent Unit

Cell state

Hidden state

Forget Input Output
gate gate gate

Figure 4: An LSTM cell: schematic representation [25]
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According to figure 4, the structure of an LSTM cell includes a combination of sigmoid and
tanh functions which form 3 different gates:

o the forget gate,
e the input gate, and
e the output gate.

These gates produce as output a number between O and 1 and are trained using the
backpropagation algorithm. Also, the cell includes four different states: the cell state (ct), the
hidden state (h;) and the cell and hidden state of the previous cell (ct1, he1). In figure 4, X
represents the current input. The information propagated on the straight line on the top part of
the cell represents the cell state that progresses from c.1 to ct. The hidden state that characterizes
the previous data, as depicted at the bottom line of the cell, also progresses from h.1 to ht.
Information is added or removed to the cell state via the 3 gates. The gates are capable to process
the data and decide what information is relevant in order to ‘keep’ or ‘forget’ the data:

e the forget gate decides what information to be kept or removed having as input the
current input and the previous hidden state,

e the input gate updates the cell state while

e the output gates produce the hidden state and thus decides which information will be led
to the output [26].

The LSTM model has found a variety of applications; their variety is indicative of its
importance. For example, LSTM has been used to improve the services offered by Google for
speech recognition and Google Translate machine translations; it has improved the answers of
Alexa by Amazon; Facebook has used this model for translation services. The model has been
successfully used for gaming (AlphaStar by Google DeepMind), financial market predictions
that outperformed traditional benchmarks, to forecast oil market prices, to predict taxi services
demand, for activity recognition based on data from wearable sensors, and many others [27].

2.4 Transformers

In 2017, Google released the Transformer model for the first time [28]. Other models, such as
Recurrent Neural Networks (RNN) and Convolutional Neural Networks (CNN) were already
being used in NLP tasks by that time. The proposed model of the transformers, however,
outperformed existing state-of-the-art NLP models, thanks to the advantage of transformer
models to be trained faster and to achieve higher evaluation scores [29].

The transformer model is based on an architecture of encoder-decoder with multi-head self-
attention. The initial model was trained on a data set of 4.5 million pairs of English-German
sentences and of 36 million pairs of English-French sentences. The innovation of the
transformer model over existing ones was the positional encoding that feeds the model not just
the words but also their relevant positions in the sentence, along with the respective embeddings.
The structure of words in a sentence is thus taken in account to improve results. Also, the self-
attention mechanism incorporated in the transformer models relates the words in a sentence so
that they can be understood by their context in the sentence.
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The original architecture of the transformer model was the basis for variations subsequently
developed, to solve more demanding transduction problems and improve language modelling.

2.5 Encoder-based Transformers

One of the most popular transformer-based models is BERT (Bidirectional Encoder
Representations from Transformers). BERT was introduced by Google developers and exhibited
superior performance in eleven (11) NLP tasks, including text classification, sentiment analysis,
semantic role labelling, and the disambiguation of words with multiple meanings. BERT
architecture is based on the original Transformer model architecture and it consists of a multi-
layer bidirectional encoding-only Transformer. There are two BERT models:

e BERT-base, with 12 encoder layers and 110 million parameters, and
e BERT-large, with 24 encoder layers and 340 million parameters [30].

BERT has been designed to generate a language model and includes only the encoder part of a
typical encoder-decoder Transformer model. The successful methodology that fuels BERT is
Mask Language Model. This model masks in a random way the tokens in the input and then
predicts the original words based on the surroundings (context, neighboring words). It thus
achieves a better word representation as it considers both left-hand side and right-hind side parts
of the sentence, around a specific word [31].

BERT is used for various NLP tasks:

) classification tasks, such as sentiment analysis aiming to classify the text in
categories of stance or attitude (e.g., positive, negative or neutral),

i) question-answering models, where the model is trained to understand the question
and give the appropriate answer,

iii) named entity recognition, aiming to predict the terms that represent a person or
organisation in the text,

iv) conversational Al systems, where BERT is trained to function as a chatbot or virtual
assistant, and

V) text representation, where BERT is used to generate the embeddings of a text.

Different variations of the initial BERT algorithm have been developed, such as [32]:

1. ALBERT: A Lite variation of BERT, designed with reduced parameters and lower
memory consumption as compared to full BERT, yet, without loss of performance
in pretraining large models.

2. RoBERTa: A BERT model trained using larger data sets and for a longer period.

3. DistilBERT: A distilled variation of BERT, for faster and efficient modeling that
requires less computational power.

Additionally, there have been developed specific models that have been trained for more specific
reasons, such as BERTweet, a model based on a large English Twitter dataset, pretrained with
RoBERTa.
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2.6 Graphs and their importance

A graph is a data structure that contains two components: Vertices (or nodes) and Edges (or
links). The nodes are connected via links producing a graph. A node may represent different
objects while links can represent interactions, connections or communication/interfacing
between nodes. In order to obtain a formal description for a graph G, in general it is considered
that any graph G is consisting of nodes V and edges E between the nodes, described by G = (V,
E). A typical example of a graph is a social network of users: nodes may represent users and
the existence of a link between two nodes (users) may indicate their connections as ‘friends’ in
the specific social network (graph), [33]. As a graph structure may become arbitrarily dense, its
representation is usually not possible on the Euclidean system / 2D plane. This feature is unlike
other data structures, such as images, where each pixel has the same neighborhood structure and
can be depicted on the 2D plane [34] (Fig. 5).

Figure 5: An illustration of a Euclidean graph (left) and a non-Euclidean graph (right) [34]

For this reason, graphs constitute a separate and more advanced data structure that has long been
studied in the field of algorithms and complexity. There, a graph is described by an adjacency
matrix (Xi) [35]. The ij-th cell of the matrix, Xij, is a value representing the relationship between
the specific pair of two nodes (i, j). It is equal to 0 when there is no connection between the two
nodes and may assume different non-zero values according to the problem addresses. For
example, when the graph is of the binary type, the value of cell Xj; =1 indicates that nodes i and
J are connected. Furthermore, when the problem addressed requires that the graph is directional,
the matrix may not be symmetric, while for non-directional graphs the matrix is symmetric: Xj;
= X;ji for all (i, j).

According to Zhou et al. [36], who have carried out an extended review of methods and
applications of Graph Neural Networks, graphs may support two kinds of scenarios:

e structural scenarios, where the graph is explicit, and
e non-structural scenarios, where the graphs are implicit and the scheme of the graph must
be created.

The structural scenarios find applications in research problems involving molecules, knowledge
graphs and physical systems, while the non-structural scenarios are used in applications such as
building scene graphs for images or the creation of connected words in a text. In the same study,
the types of graphs are categorized in three types:
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e Directional and Undirectional Graphs: Nodes in directional graphs are connected with
specific direction from one node to another, while nodes in the undirectional graphs have
no directed links; in that case, a non-zero link indicates only that there is a connection
of the 2 nodes without any directionality.

e Homogeneous/Heterogeneous Graphs: In a homogeneous graph, all nodes and edges are
of the same type, while in a heterogeneous graph the nodes and the links may be of
different types, according to the problem addressed.

e Static/Dynamic Graphs: The parameter of time plays a significant role for this
distinction. When a graph changes over time then it is dynamic, while a graph with stable
form over time is considered as static. Mathematically, the value of a cell in the graph
matrix is a constant (Xj; = cj;) with time for static graphs, while it becomes a function of
time, X (t), for dynamic graphs.

2.7 The concept of a GNN

A literature survey has revealed that GNNs were first introduced as a graphical-based learning
environment for pattern recognition [37]. The researchers proposed a neural network model
suitable for both node- and graph-focused applications and they named it Graph Neural
Network, as an extension of both random walk models and recursive neural networks.
Subsequently, the main author of this first publication further evolved the architecture and
published the paper “The Graph Neural Network Model” which was the most cited paper on
this topic until the time of the literature survey.

The use of GNNSs can be split into four main categories [38].

Node Classification: The goal of this type of machine learning graphs is to predict the label of
a node, which could be a category, type, or attribute. A typical example of node classification
method is the identification of the nodes in a social network, where a model could predict if a
node belongs to a user or to a bot. Beyond social networks, GNNs can be applied in other
domains as well, such as applied chemistry [39] and recommendation systems [40].

Relation Prediction, or link prediction or relational inference is the methodology that is used for
predicting the relationship between the nodes and it can be applied in different areas such as
social platforms, predicting drug side-effects [41] and inferring new facts in a relational database
[42]. The model consists of nodes and an incomplete set of edges aiming to the prediction of the
missing edges.

Clustering and Community Detection: The models of this category aim to identify similar
features of nodes and edges trying to form groups with common features in a network. An
example of community detection is the citation of research papers, where researchers reference
each other in their articles. In a graph of interactions, the papers and the researchers are
represented by nodes and the edges show the citation of each other. Dense subnetworks in the
whole graph reveal the common thematic areas of researchers and their similar scientific field.
Another application of clustering and community detection is in genetic interaction networks
[43] and in financial transaction networks uncovering fraudulent groups [44].
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Graph Classification: The methodology of Graph classification is based on feeding the models
with multiple labelled graphs and instead of making predictions about nodes or edges
individually as in the case of the above node and edge prediction models, the goal of a graph
classification model is to make predictions at a graph level trying to interpret the features of the
unlabeled graph. For example, a series of molecules graphs with known features such as toxicity
or solubility can predict the properties of unknown molecules [45]. Also, another model has
been implemented to predict the behavior of a computer program trying to identify it is
malicious or not according to the structure of the syntax [46].

2.8 GNN models

There are different types of GNNs that a survey has concentrate in the following figure:
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Figure 6: Computational methods of GNNs [36]

The figure 6 illustrates a general overview of the GNN models that are categorized in three main
categories. Propagation modules with the majority of them to use convolution operator whose
main idea is the adoption of convolutions from other domain to graphs. The models of
convolution graphs are separated to spectral and spatial models. Sampling modules administrate
the overload of information in a graph. Nodes in GNNs aggregate information of neighboring
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nodes in previous layers and multiple layers can overload the graph with extensive and
redundant information and sampling modules are necessary to conduct the propagation. Also,
pooling modules are referred to the pooling layer that is usually following a convolution layer.
The most commonly used models will be described below.

28.1 GCN - Graph Convolutional Network

The GCN architecture was introduced by researchers from the University of Amsterdam [46].
It is a type of convolutional neural network that has brought significant performance on images;
furthermore, it can be applied on graphs and has therefore the benefits of this data structure as
well. The main idea of GCN is that, for each node in a graph, the node aggregates information
of its neighboring nodes and applies a function on it, such as averaging, to estimate values that
are representative of all nodes in the neighborhood; these values then feed the neural network
input layer.
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Figure 7: The operation of GCN [47]

In figure 7, the orange node aggregates the features of its four neighbors. After the computation
of averages, a vector of three average values is produced which in turn will be fed to the neural
network as input. All the graphs are fed to the input GCN layer, which in turn may feed a second
GCN layer in order to produce the output through an activation function, such as Rectified
Linear Unit (ReLU) (Fig. 8).
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Figure 8: Convolutional layers in GCN following by ReL U activation function [47]

2.8.2 Graph Attention Network (GAT)

The GAT model was introduced in 2018 [48] as a novel convolution-style neural network
model. It incorporates a self-attention mechanism that was useful in the cases of machine
reading and learning sentence representations, in order to address the deficiencies of the
convolutional network models. The main idea is the computation of the hidden representations
of the nodes in a graph, taking information from its neighbors and following a self-attention
methodology. The validation of GAT is proven by the results of the application of the model in
four challenging benchmarks; there, GAT has achieved state-of-the-art results that prove the
effectiveness of the attention-based models in the cases of arbitrarily structured graphs. The
main difference between GAT and the GCN model is that GCN aggregates the information of
the neighboring nodes relying on simple structural information such as node degree, while in
contrast, GAT model aggregates the features from the neighboring nodes, such as embeddings.
In this way, the weights of the model depend on more than just the count of neighboring nodes
but may include any of the features of the nodes. These are calculated by the attention function,
as this method allows some nodes to attend other nodes more than others. Computationally, the
GAT model needs more resources compared to GCN, because it executes more calculations for
the attention coefficients for each pair of connected nodes1.

2.8.3 GraphSAGE

This approach is a general inductive framework that generates node embeddings for unseen
nodes based on the known neighboring data [48]. The novelty of this method is that embeddings
of a node can be derived from the aggregation of neighboring nodes and it is not necessary to
train for individual embeddings for each node.

L https://medium.com/@farzad.karami/understanding-graph-attention-networks-a-practical-exploration-
cf033a8f3d9d
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Figure 9: Sampling and aggregation of the GraphSAGE model [48]

In figure 9, the light red nodes are sampled and then the aggregation is conducted to provide the
features of the central red node. The difference between GraphSAGE and GCN is that GCN is
applied in the transductive learning with fixed graph while GraphSAGE is applied for an
inductive unsupervised learning using trainable aggregation functions. The evaluation of the
algorithm was based on its application to 3 node-classification benchmarks; results have shown
that this method can produce effective representations for unseen nodes, as the model
outperformed relevant baseline results.
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3 RELATED WORK

3.1 Stance Detection

Researchers have investigated the data derived from OSNs from different perspectives. Among
various other NLP tasks, a quite interesting one is stance detection. According to Biber and
Finegan [50] “By stance we mean the overt expression of an author's or speaker's attitudes,
feelings, judgments, or commitment concerning the message”. In the case of OSNSs, stance
detection has been used to study the stance of the author of a post message as a reply to another
message. In OSNSs, a post can contain a message expressing a view; replies to this message may
be supportive, opposing, questioning, or simply neutral. Stance detection is often confused with
sentiment analysis, so it is noteworthy to mention their differences. Sentiment analysis is a NLP
task used to determine the nature, strength and polarity of emotion(s) expressed by the author
in a text: these emotions may be positive, negative or neutral; they may be strong or moderate;
furthermore, there may be detected one or more of a spectrum of emotions of interest with regard
to the application or problem at hand (anger, interest, boredom, enthusiasm, joy, satisfaction,
stress, etc.) Stance detection, on the other hand, focuses on identifying a person’s view toward
an object of evaluation [51]. Therefore, stance detection is of particular importance for the study
of the impact of the content circulated within social platforms.

For the investigation of stance detection models, various data sets have been developed /
compiled [52] such as:

e RumourEval-2017: Tweets of rumours of 8 different topics have been collected to study
if a tweet has the stance of support, deny, query or comment towards to another tweet.

e FNC-1: A dataset for fake news examination. Specifically, the task determines the stance
of the news body text towards the news headline. The content of the body text is labelled
as ‘agree’, ‘disagree’, ‘discuss’ or ‘unrelated’ to the headline.

e FEVER: A dataset that is used for fact-checking and contains sentences from Wikipedia
that are classified as Supported, Refuted or NotEnoughlinfo.

e RumourEval-2019: It contains tweets in a conversation thread towards the rumor
mentioned in a source tweet. The tweets are labelled as support, deny, question (the reply
requires more info for the veracity) and comment (not clear stance).

e COVIDLies: A stance detection dataset consisting of 6761 tweets; it provides annotation
on COVID-19 misinformation content.

Different methods for stance detection have also been developed to determine the stance of a
sentence in an automated way, using machine learning and deep learning algorithms.

According to Lai et al. [53], the first approach to stance detection was implemented by
Somasundaran and Wiebe [54] who presented an unsupervised method for debate-side
classification, trying to identify which stance a person takes towards an online debate. The topic
of the content was online technological debates, such as between two phone models (iPhone and
Blackberry) adopting an Integer Linear Programming approach.
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Support Vector Machines (SVM) techniques have also been used to investigate the stance
detection on tweets about two popular sport clubs in Turkey [55]. Two SVM classifiers were
trained (one for each target-sport club) using unigrams as features in order to predict the content
of the tweet as ‘against’ or ‘in favor’. For training, ‘hashtag’ has been used as an extra feature;
it is reported that the efficiency of the model was slightly better when including ‘hashtag’. The
use of additional features, such as the existence of external websites, or positive or negative
emoticons, didn’t lead to improved results.

A Convolutional Neural Network architecture has been used for the needs of stance detection
in the SemEval2016 Task 6, [56]. The dataset contains tweets on six different topics (Hillary
Clinton, Feminist movement, Legalization of Abortion, Atheism, Donald Trump, Climate
change) that are manually annotated as ‘favor’, ‘against’ and ‘neither’2.

A comparison of sequential and non-sequential classifiers has been conducted testing a rumour
dataset containing tweets associated with eight events in tree-structured conversations labelled
with their stance®. Specifically, the sequential classifiers that were examined were Linear
Conditional Random Fields (CRF), Tree CRF, and LSTM while the non-sequential classifiers
used were SVM and Maximum Entropy (MaxEnt). In general, the sequential classifiers
outperform non-sequential classifier and, interestingly, LSTM seemed to outperform all others,
[57].

A combinational model of CNN and LSTM has been studied in the context of the Fake News
Detection* contest. There it was proved that the use of combinations of CNN+LSTM or
LSTM+CNN leads to better results than the use of CNN or LSTM alone, respectively, [58]. For
the aforementioned contest, another approach that had superior performance was a combination
of CNN+LSTM using the Principal Component Analysis (PCA) technique for dimensionality
reduction [59]. This research achieved the highest accuracy of 97.8%.

Stance detection analysis has been performed for the purpose of fake news detection using web
articles, studying their titles and their content in [60]. Authors have experimented with 4
different models, namely, ANN, LSTM, Bidirectional-LSTM, and CNN. Each model was tested
with inputs of different kinds of embeddings (Tokenizer, GloVE, GIoVE and attention
mechanism, BERT). The combination of BERT embeddings with the CNN architecture
produced the best results, with accuracy 95.32% and F1 score of 95.31%.

Also, a sequential approach developing the model Branch-LSTM was the model with the best
performance for the SemEval-2017 Task 8 (Subtask A)°. This task examined a dataset of Twitter

2 https://saifmohammad.com/WebPages/StanceDataset.htm

3 https://alt.qcri.org/semeval2017/task8/index.php?id=data-and-tools

4 http://www.fakenewschallenge.org/

5 https://competitions.codalab.org/competitions/16171
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conversations associated with rumours related to 10 different events, and achieved an accuracy
of 0.784 [61].

3.2 GNN for data analysis over Social Media

Data from Twitter and Yelp have been used as a testbed for the application of baseline and GNN
models, in a comparative study, [62]. Specifically, for the analysis of 4 Twitter datasets (fake
news, hate speech, irony stereotype, stereotype stance) and a Yelp dataset of reviews, the
researchers used three Transformer-based models (DistilBERT, ROBERTa, DistilROBERTa)
and three GNN models (GraphSAGE, GAT, GraphTransformer). The results showed that in
general GNN models had inferior performance compared to the baseline models except for one
experiment, where a Graph Transformer model had better performance in the case of the hate
speech dataset which was the smallest of all datasets. This result led to the conclusion that large
datasets are better trained using a baseline model, while GNN perform better with smaller
datasets.

A Graph Network model (GraphRec) has been proposed for social recommendation. The
architecture takes in account interactions and opinions of users captured jointly in a user-item
graph leading to the result that users’ opinions play the most important role [63].

A combinational model of GNNs was proposed by Li et al., [64], for anomalous user detection.
Different kind of anomalous users such as zombies (fake followers), bots and spammers are
flooding social networks and their detection is a critical task. The three-layer model consisting
of a GCN fusion layer, a GAT embedding layer, and a GNN aggregator of the two previous
layers, presents the best performance among other individual models that analyzed data from
Twitter and Yelp. The highest score was obtained in the analysis of the Twitter dataset in which
the training data were the 30% of the dataset; achieved accuracy was 79.82% and recall was
71.84% [64].

A Multiple-aspect Attentional Graph Neural Network has been implemented for the purpose of
geo-localization of users in social networks [65]. This model unifies the text of the posts and the
interactions in the network to predict user location. It has been based on three Twitter dataset
that contain users with location information. The model consists of an attention-based content
learning, a GNN based on the interactions of users and a geological predictor and is able to
predict user geolocation with higher accuracy than previous methods. This method has the
advantage that it effectively combines features from both content and network with the use of a
GNN.

From the perspective of fake news identification in social networks, a GNN model has been
developed to investigate the pattern of propagation of fake news and real news [66]. This model
is not based on the textual content but only on the features of the users, such as the number of
followers, the number of friends, and the date of creation of a user’s profile. The graph that has
been created for this case represents the flow of the information. The root tweets are the tweets
that shared a web article; following that, the tweets that retweeted the root message or other
tweets create a cascade.
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3.3 Previous studies on the ‘SemEval-2017 Task 8 Subtask A’ Dataset

The provided data set has been investigated by 8 different teams who submitted their approach
for evaluation.

The proposed model by Kochkina [61] was the branch-LSTM that is depicted in figure 10,
decomposing the tree structure of a thread into linear sequences.
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Figure 10: The proposed branch-LSTM architecture [61]

As illustrated in figure 10, at each time (t1, t2, t3, ...), the input of LSTM model is a vector that
represents a tweet providing a label to each tweet in a branch. The model was trained with
different parameters such as different number of ReLU layers and different mini batch sizes.
Finally, the set of parameters yielding the best performance achieved accuracy 0.784 while F1
score was 0.481. These results set the state-of-the art for rumour stance classification. A closer
look into the results of the study, especially into the classification confusion matrix, revealed
that the majority of the class ‘Comment’ was well predicted but other classes had more
misclassifications than correct predictions. In specific, the model failed to make a single correct
prediction for the class ‘Deny’. It should be noted that the ‘Comment’ class is the bigger while
the ‘Deny’ class is the smaller in this data set.

The second-best performance for the dataset was submitted by authors of [67]. The analysis was
based on the training of Gradient Boosting model, a supervised classification algorithm. The
accuracy of this model reached 78% with 0.45 F1 score. This study also faced problems with
the prediction of ‘Deny’ class, predicting only 0.52% of the samples of this class.

The third-best model, [68], examined the dataset from the perspective of supervised machine
learning methods and adopted a two-classifier solution in order to address the issue of data
unbalance. The first classifier was built for discriminating whether a tweet is a comment or not
(the majority of the tweets in this data set fall in the comment class), and the second classifier
classified the tweet as belonging to any one of the rest of classes, in case it was not a comment.
The algorithms that consistently performed well were the Logistic Regression (LR) and the
Support Vector Machine (SVM). The best performance achieved an accuracy of 77.8%.
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Another submission of analysis on the dataset investigated three different machine learning
algorithms, [69]. Authors submitted the results of Maximum Entropy classification (MaxEnt)
but they also studied other algorithms, such as the Naive Bayes classifier and the Window
classifier. The accuracy of the MaxEnt model reached 63.5%, but a combinational model of the
three examined algorithms achieved 70.5%. Unfortunately, F1 scores are not reported in the
study.

Other studies achieved accuracy of 64% using SVM classification, [70], 70.1% using
Convolutional Neural Networks, [71], 74.9% using CNN architecture, [72], and 70.9% using
Logistic Regression, [73]. It should be noted that all the above results refer to the testing data
only.

3.4 SemEval-2019 Task 7 dataset

The above SemEval-2017 dataset have been enriched with additional data to produce the
SemEval 2019 (Task A is related to stance detection), [74]. The version of 2017 includes totally
297 threads of 8 breaking news events. The set of data has been split into training, validation
and testing data subsets. The whole 2017 data set was used as training data for the 2019 version
which was augmented with more Twitter and Reddit data. This task had 22 submissions with
the majority of them adopting neural networks approaches. The second-best performance
achieved 85.50% accuracy and 61.67 F1 score using the BERT large model [75] while the best
performance has been achieved through the methodologies of data expansion, data slicing,
feature extraction and input concatenation and reached an F1 score of 61.87% on the test data
[76]. The approach was based on fine-tuning of Generative Pretrained Transformer (OpenAl
GPT). Later, another study outperformed the best submitted implementation and achieved an
F1 score of 63.01% using a ROBERTa large model, [77].
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4  CHAPTER 4: IMPLEMENTATION

4.1 Dataset

The dataset that has been used in this study is an open-access dataset® created for the
investigation of rumours. Specifically, the data set consists of tweets pertaining to a particular
event and rumours about it. It is published as ‘SemEval-2017 Task 8: Rumour Eval:
Determining rumour veracity and support for rumours’ [78]. The dataset proposes two tasks: (i)
stance detection and (ii) veracity of rumours. The current thesis focuses on the stance detection
task.

The data collected are tweets that are referred to 8 well-known breaking news with the majority
of them referring to the events of

e the Charlie-Hebdo shooting in Paris,

e shootings at Ottawa Parliament Hill,

e the Germanwings plane crash in the French Alps,

e asiege at a café in Sidney, and

e the unrest in Ferguson after a fatal shooting of an 18-year-old man by a police officer.

The tweets have been mined according to the facts’ hashtags and keywords. The dataset is
divided in two parts, the training set and the testing set, while the training data set includes a
small subset of validation data.

1. The training data set contains 297 threads with 297 main tweets and their 4,222 replies,
4,519 tweets in total. Out of the 297 threads of the train data set, 25 are used for
validation data.

2. The testing data set contains 28 additional threads. 20 threads are related to the previous
rumours and 8 threads to new collected data related to other rumours, Hilary Clinton’s
pneumonia diagnosis and Youtuber Marina Joyce’s kidnapping. The source 28 tweets
include 1,052 replies, so the test data set consists of 1,080 tweets in total.

Each thread consists of a main tweet and its replies in a tree structure. Each tree consists of the
source tweet as root and response tweets below that as branches. The tree can be expanded to
more than one level as responses to other responses are included as well. Each tweet is annotated
as one of 4 classes, namely, as:

1. Support: The content of the tweet supports the veracity of the rumour.

2. Deny: The content of the tweet denies the veracity of the rumour.

3. Query: The tweet contains a question about additional evidence related to the veracity
of the rumour.

6 The dataset is available on the link https://alt.gcri.org/semeval2017/task8/index.php?id=data-and-tools
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4. Comment: The content of the tweet does not have any clear assessment related to the
rumour and it is considered as a comment.

The data consists of folders of source tweets named by their IDs. Each source tweet folder
contains the structure json file of the thread that depicts all the replies of the source tweet in a
format of a dictionary (fig. 11). This structure illustrates which message is a reply to which
message as the replies are contained in a sub-dictionary of the message they are addressed to.

3": 11,
g 11

e
"498433698149056513": {
"405488174923227136": []
b
45844050
498

"4985 "y
"498521604396115571": []
}
}

"49684543952

"495474826276804461":

Figure 11: Structure of a thread

Each source tweet folder also includes folders with the reply 1Ds and the content of them, again
in a json format, as depicted in figure 12. There is a json file for each tweet of the data set that
contains all extracted information.

"contributors": null,

"truncated": false,

"text": "@RT_com Micheal Brown was a hardened criminal. But , of course, shooting him was wrong and the cop should get the death penalty",
"in reply to status id":

1

count": 0,
: "<a href=\"http://twitter.com\" rel=\"nofollow\">Twitter Web Client</a>",
i": false,
"coordinates": null,
"entities™: {
"symbols": [1,

"user_mentions": [

"id str": "64643056",
"screen name": "RT com",
"name™s WRTM -

}
1.
"hashtags": [1,
"urls": []

b

reply to screen name": "RT com",
": "50027866569851%041",
t_count"

reply to user id":
"favorited": false,

Figure 12: Content of a tweet

MSc in Artificial Intelligence & Deep Learning, MSc Thesis
Panagiotis Monachelis, AIDL-0009 35



“Applying Graph Neural Networks for Stance Detection over Online Social Networks”

The data are manually annotated as ‘support’, ‘deny’, ‘query’ and ‘comment’ by journalists in
the role of experts, and the dataset contains an individual json file in the format of a dictionary
where keys represent the IDs and values represent the annotations (fig. 13).

92": "support”,
76": "support”,
72": "comment™,
08": "guery",
95": "comment™,
": "support",
58147354620 : "support”,
"5563415295?! '“": "query",
: "support”,
: "support",
Ié:ﬂﬂﬂ02“: "support™,
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Figure 13: Example of annotated data

4.2 Processing of the dataset

As the dataset consists of several separate files containing both their content and structure, a
pre-processing step is necessary to gather all information that later can be processed to feed the
neural network models. During the pre-processing of the data in Jupyter environment, a function
is created to read the content of all tweet folders and match each tweet ID with its text, thus
creating a data frame of all tweets. By reading the file with the annotations, each tweet ID is
assigned the corresponding annotation. Each row of the data frame (fig. 14) contains the 1D, the
message and the stance annotations that is coded according to the table 1.

Table 1: Categorisation of stances in 4 numerical classes

Stance Value

Support 0

Comment 1

Query 2

Deny 3
id tweet stance
0 498280920227794945 @MichaelSkolnik - wow 1
1 498282494387843072 @MichaelSkolnik Unbelieveable ... We Rindo... 1
2 498283789744103424 @MichaelSkolnik Emmett Till was visiting his f... 1
3 498323335965868032 “@MichaelSkolnik: Mike Brown was staying with ... 0
4 498432131669192704 @MichaelSkolnik cooll Darkskinned man is a cri... 1

Figure 14: A part of the created data frame of the dataset
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The text of the messages contains different symbols, emojis and URLS that must be removed or
replaced as they don’t provide useful information. The symbol ‘@’ means the mentioning of a
user and in the pre-processing step will be replaced by the term ‘user’. For example, the term
‘@MichaelSkolnik’ will be replaced by “user’. Respectively, all the URLs in the messages will
be replaced with the term ‘url> and popular emojis are replaced by the emotion they express,
such as ‘smile’, ‘heart’, and ‘sadface’. The text pre-processing transforms all character into
lowercase to avoid any confusion between uppercase and lowercase characters. Then, the
messages are tokenized so the text is replaced by a list which contains the tokens of the words.
The next step includes the creation of the embeddings using Word2Vec model. The size of the
Word2Vec has been set to 200. After passing the tokens to the model, a vector of embeddings
is created for each sentence. As the length of the vectors varies, an average of the vectors is
calculated, so finally each sentence is represented by a vector of 200 values.

During the pre-processing of the data, all structure files have been converted to dictionaries, so
each thread is represented by two lists:

e alist of sources, and
e alist of targets,

where source is a message and target is the reply to it (fig. 15). This dictionary helps to contain
the edges of each thread for the creation of the graphs later.

Figure 15: Dictionary of edges of a single thread

The tweet IDs are transformed into numerical representation from 0 (source tweet) and
consecutive numbers for the rest of the tweets. Finally, a dictionary is created that contains the
nodes, the edges, the stance value and the embeddings for each thread (fig. 16).

{"tweet id': [4982801262544281¢0,
4982808202277545845,
458282494387843072,
498283789744103424,
498323335965868032],

'node_id': [0, 1, 2, 3, 47,

'stance': [0, 1, 1, 1, O],

'edges': [[0, O, O, 01, [1, 2, 3, 411,

'embeddings': [array([-0.528%01¢ , 0.6455314 , 0.05664925, -0.33407387, 0.1860825¢%,
-0.85%0%%5 , 0.43578324, 0.8%567777, 0.006%4%¢5, -0,4032204 ,
-0.12305%938, -1.204547 , -0.45057458, 0.31459%337, 0.12246821,
-0.39512047, -0.28556457, -0.729%4¢6 , 0.27002144, -0,28171757 ,

0.03485603, 0.549%94%35, 0.5354931 , 1.0%57217 , -0.6%440323,
0.01716423, -0.6067445 , -0.76181513, 0.0385%043, -0.0128409¢,
0.457323%94, -0,05438009, 0.3311227 , -0.30755463, 0.32867122,
0.7600045 , 0,10541353, -0.636778 , -0.77018076, -0.7001457 ,
0.30077145, -0.28526264 0.15013562, -0.05170%89, 0.56%7572 ,

Figure 16: Data dictionary for each thread
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This format can feed a function that uses Python NetworkX package to create graphs such as
those of figure 17. During the creation of the graphs, replies above the first level of replies, are
also connected to the source message. In the following graphs, node O represents the source
tweet and the rest of the nodes represent the replies.

?

'\\

Figure 17: Graphs of threads

4.3 Methodology

The methodology that has been employed in this thesis concerns two models: a pure GCN model
and a combinational model of GCN and LSTM.

The library that has been used for the processing of the data is the Deep Graph Library (DGL).
Itis a Python package built for implementation of GNNs. The model that has been used is the
GCN model with initially two convolutional layers. The ReLU has been used as activation
function. The first architecture of the GCN model uses Word2Vec to transform the words into
vectors of 200 dimensions; the window size is set to 3. Window size is the number of words that
are taken in account before and after a given word as its ‘context’. The parameter ‘min_count’
is set to 5 which is the default value of the model. This parameter refers to the minimum number
of times that a word has to appear in the corpus so as not to be dropped from the vocabulary
during training. The model initially implemented has two convolution layers; results are
obtained with additional layers, too. The pipeline of this model in a schematic diagram is
depicted in figure 18.
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>
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>
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Figure 18: Pipeline of GCN model

The second model is the combination of LSTM and GCN. This time the text is represented not
by Word2Vec embeddings but by the features produced during training of the LSTM. The
architecture is depicted in figure 19.

text output
>
structure

Figure 19: Pipeline of GCN-LSTM model

Initially, the text is tokenized with the number of tokens set to 40 for all texts and using a padding
sequence for the shorter texts. The embeddings with the format of one-hot encoding feed the
LSTM model. The model computes the features during training. Efficiency is measured during
each epoch but only the model of the epoch with the best performance is saved. The features of
this model are embedded as features in the graphs which in turn feed the GCN.
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5 CHAPTER5: RESULTS

The first model that was implemented with GCN reached an accuracy value of 77.48% and an
F1 score of 0.4291. The model performed better with 5 convolutional layers while the activation
function that was used was ReLU.

This first architecture was tested with different parameters, such as different number of
convolution layers and different parameters of the Word2Vec model. During training, the model
saved the version of the epoch with the best performance. Table 2 depicts the different versions
of the model, according to the different number of layers, for a Word2Vec vector size of 200.

Table 2: Accuracy of the model with different number of Convolutional layers

GCN Layers Accuracy F1 score
2 77.18% 0.41172
3 76.88% 0.4143
4 76.09% 0.4126
5 77.48% 0.4291

The confusion matrix that reveals in details the predictions for each one of the four classes of
the task is depicted in figure 20.
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Figure 20: Confusion Matrix of the GCN that had the best performance

This confusion matrix shows that class 1 (‘comments’) is the most efficiently predicted class,
while for other classes prediction has significant loss in performance. It is noteworthy that class
3 (‘deny’) is not predicted at all. Classes 0 (‘support’) and 2 (‘query’) get far less than 50% of
correct predictions.
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The above model of 5 layers has been tested with 2 other sizes of embedding vectors, higher
than 200:

e with a dimension of Word2Vec vectors equal to 500, accuracy reached 75.89%, and F1
score = 0.4014.

e with a dimension of Word2Vec vectors equal to 800, accuracy reached 75.60% and F1
score = 0.3839.

The GCN-LSTM model did not produce better results. The accuracy of this model reached
61.31% with F1 score = 0.2447, for two convolution layers. The heatmap of this model is
depicted in figure 21.
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Figure 21: Confusion Matrix of the LSTM-GCN model

Table 3 depicts the results of previously submitted studies who were based on the same data set,
namely, RumourEval-2017. Evaluation results of previously submitted models are found in
publication [78], in the form of accuracy scores. Models are shown in decreasing order of
accuracy. The results of the current thesis (GCN model) have been added in the same table for
comparison; they hold the 4" place, by a margin of 0.01 from the results holding the 1%t place.

Table 3: Ranking table of previously submitted results and current thesis results, obtained on the same data
set.

Team Accuracy
Turing 0.784
UWaterloo 0.780
ECNU 0.778
Current Thesis 0.774
Mama Edha 0.749
Nile TMRG 0.709
IKM 0.701
TP 0.641
DFKT DKT 0.635
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6 CHAPTER 6: CONCLUSIONS - FUTURE WORK

6.1 Conclusions

The rapid development of social media and their daily use has raised the interest of researchers
to study the behavior of users; research results lead to conclusions from various aspects. A
critical aspect is misinformation: indeed, it can lead to harmful situations for the society,
especially in periods of crises, such as the recent COVID-19 pandemic during which unscientific
articles and messages were widely disseminated through social networks (among other media).
The urgent need to develop tools that can investigate people’s behavior, opinion, stance and
attitudes led to the development of techniques that provide useful insights exploiting the big
data of online social networks.

Natural Language Processing includes various methods for analyzing data to extract useful
information, such as the sentiment of people as expressed in social media, the attitude of people
towards other users’ posts and how objectively or subjectively people react on messages. The
interest of researchers led to a plethora of architectures using Machine Learning and Deep
Learning techniques, proposed to examine users’ behavior, attitude or stance, such as Support
Vector Machine, Naive Bayes Classifier, and neural networks architectures such as CNN and
RNN.

Existing research studies have examined data mined from social network platforms, such as
Twitter and Reddit, focusing mainly on specific issues of misinformation. Different data sets
have been analyzed for this purpose. This thesis examines the SemEval-2017 data set focused
on rumors on topics of hot public interest. The data set was analyzed from the perspective of
stance detection; the goal was to develop a predictive model based on the GNN architecture.
For this reason, the GNN architecture was first described, along with important techniques used
for this purpose in the context of text processing.

Two models have been implemented for the analysis of this thesis, a pure GCN model and a
combinational model of an LSTM and GCN architecture. The highest prediction accuracy of
these implementations was obtained by the pure GCN model with 5 convolutional layers; this
setup reached an accuracy of 77.48% with F1 score = 0.429. Despite the fact that this result is
higher than similar results obtained in existing studies, it does not outperform the best existing
accuracy which is 78.4% with F1 score = 0.481.

The approach of the pure GCN model seemed to be fairly close to this highest accuracy achieved
today. On the other hand, previous studies have expressed concern about the unbalanced nature
of the specific data set, especially as it became clear that the overall high accuracy was achieved
mainly thanks to the high score in the class of ‘comments’, which was the bigger class, while
all smaller classes got considerably lower scores.

The implementation of the combination LSTM-GCN model didn’t produce satisfactory results.
The disproportionate numerical superiority of one class over all other classes, as was the case
with the specific data set, is certainly a negative factor in getting good prediction scores for
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underpopulated classes. On the other hand, this fact should not inhibit further research for a
model that can successfully face this issue and offer satisfactory results on unbalanced data sets.

6.2 Future Work

As explained in the previous paragraph, the unbalanced data set is considered as the major cause
of the low efficiency exhibited by the 2 investigated models, especially in the underpopulated
classes. This observation gives rise to a first thought for future research work towards expanding
the data set. The enrichment of the data set was already conducted by its authors, who created
the next version, namely, RumourEval-2019. This version includes additional data from Twitter
and Reddit. Future research could proceed to the investigation of this expanded data set using
the architectures proposed of this thesis and aiming to derive enhanced results. It would be
interesting to comparatively evaluate the efficiency of GNNs in the stance detection task and
check if the new, enriched and better-balanced data set would lead to a higher performance, in
comparison with results obtained in previous studies.

Another suggestion is the adoption of a different GNN architecture, such as GAT, in order to
compare the effectiveness of these two approaches. It would also be interesting to approach the
task using a Large Language Model (LLM). Especially the combination of LLMs and GNNs is
a topic of keen research interest, [79], as the issue of limited training data can be counterbalanced
by the extensive knowledge of the LLMs. Specifically, integrating LLMs into graph algorithms
can provide enhanced mechanisms of the features attached to nodes of the graph, thus improving
the performance of the GNN model.

As a final comment, the improvement of GNN architectures is of high research interest because
they can be adopted and introduced in various and different methodologies and offer sometimes
innovative findings, such as the discovery of techniques for new antibiotics in medicine, [80].
From the perspective of misinformation, a source of concern is the evolution of Al: indeed, Al
could create persuasive fake news that may put people at risk. Researchers must therefore be
alert and ready to exploit state-of-the-art solutions to address this phenomenon, for the
prosperity of the society.
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Appendix
The code developed for this thesis is available in the following link:

https://github.com/panagiotismon/stance detection rumoureval2017
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