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Abstract  

In order to improve student learning in college courses, this thesis investigates the creation and 

application of J.A.R.V.I.S. (Just An Resourceful Virtual Instructor and Study-aid), an AIpowered 

instructional assistant. Through the use of sophisticated Natural Language Processing (NLP) 

methods, such as refining models like as LLaMA-3 and incorporating pre-made solutions like 

Livechat AI, J.A.R.V.I.S. offers accurate, context-sensitive support in response to student 

enquiries.  

  

The research is organised around two main strategies: the first is optimising the LLaMA-3 model 

using Alpaca and Unsloth to produce a highly specialised teaching assistant that can produce 

responses that are rich in context and information. The second method uses Livechat AI to 

incorporate the J.A.R.V.I.S. chatbot into a specially designed website, with scalability, 

userfriendliness, and real-time communication as top priorities.The system's performance was 

assessed using two main criteria: its feasibility in real-world deployment and its capacity to 

manage intricate educational issues.  

  

The expected result is a notable enhancement in the understanding and involvement of students, 

since J.A.R.V.I.S. effectively provides precise and pertinent answers customised to meet 

individual learning requirements. By showcasing the use of cutting-edge natural language 

processing techniques to improve learning outcomes and providing insights into the advantages 

and practical difficulties of implementing artificial intelligence in educational settings, this 

study advances the area of educational technology.  

  

Keywords  

LLM, Educational AI, Chatbot, Transformers, NLP, Livechat-AI  
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CHAPTER I: Introduction  

  

1.1 Research Background  

  

Recently, artificial intelligence (AI) and natural language processing (NLP) have been 

evolving very fast, creating new opportunities in EdTech, which focuses more on student 

involvement and personalization. To cater for the many diverse learning needs, more and 

more learners are opting for AI-powered educational assistants. These assistants can provide 

personalized materials, instant responses, and interesting ways of learning. There are several 

AI breakthroughs such as Google’s BERT, Open AI’s range of models, known as the GPT 

series, and Meta’s LLaMA, that have tremendously contributed towards the development of 

engaging AI-powered educational tools. Similarly, Livechat AI has also shown massive 

potential in changing the perspective of education as it can give learners individual context 

efficiently and on a scale.  

This thesis presents the whole process of creating the AI-based instructional aide power 

system, by first trying out LLaMA-3 fine tuning and ending up with the Livechat AI 

integration. LLaMA-3 was tested because it could provide the sought-after depth of context 

in every anticipated response. On the other hand, Livechat AI was picked because it had 

great potential in terms of scalability and easy integration, making it possible to provide 

timely assistance to learners. The two approaches were put to the test the basis of their 

feasibility.  

  

  

1.2 Research Objectives  

The following objectives have been formulated in this thesis:   

  

• Consider Usage of LLaMA-3 as a Direct Instructional Assistant: This 

research aims to assess through the fine-tuning of LLaMA-3 whether the model 

is well-equipped to engage with pedagogical context and give a pertinent and 

detailed response.  

  

• Assessing the Use of LivechatAI as an Educational Chatbot: the given 

objective examines how efficient, how scalable and how good user experience 

does LivechatAI provide as an educational application.  
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• Specific assessment and recommendations: Looking at the two in a more 

holistic approach, it will most certainly reveal the merits that each one has and 

thus helping us find the best fit for our educational scenarios.  

   

1.3 Structure   

The structure is as follows:  

  

• Chapter 1 consists of the objectives, the research background and the structure in general.  

  

• Chapter 2 dives into some basic NLP tasks, compares various tools for the complete 

achievement of tasks and justifies the choice of LLaMA-3 and Livechat AI.  

  

• Chapter 3 gives an account of the features, structures and implementation procedures of the 

two approaches, as well as the rationale for their choice and not any others.  

  

• Chapter 4 undertakes a comparative analysis with the description of two techniques in which 

one focuses one metric – performance and scalability avid its educational 

appropriateapplicability.  

  

• In the last chapter, a summary is made, which provides a view on applying AI in education 

as well as possible areas of focus for future studies.    
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CHAPTER II: Literature Review & Foundational Knowledge  

This chapter critically examines the studies which are relevant to the technologies and 

methodologies applied in this thesis. It contains the improvement of Natural Language 

Processing (NLP) with a special focus on models such as LLaMA-3, Alpaca, Unsloth and actual 

use of commercial AI tools such as Livechat AI in educational interactive classes.   

  

  

2.1 History of Natural Language Processing ( NLP)  

  

The area of Natural Language Processing (NLP) has grown much in the last decade, most 

notably because of the great interest in automation and model-based developments. With these 

breakthroughs, NLP is now rewriting how machines understand and engage with human 

language—imperatives in providing a backbone for tools like automated translation services 

and AI-driven conversational platforms. Drawing heavily from the paradigms of machine 

learning and deep learning, NLP now takes on tasks way beyond basic question-answering or 

translation—its focus areas being NLU, where machines interpret written or spoken input, and 

NLG, which enables them to generate human-like responses in context. [1] With the exponential 

rise in NLP applications, from sophisticated chatbots to sentiment analysis, personal medicine, 

and many more, our way of interacting with technology is changing. Long-standing challenges 

persist in this field: limited AI hardware infrastructure, lack of high-quality training data, 

complex linguistic issues such as understanding homonyms, or generating polysemy. [2]   

  

  

  

2.2 Recent Advances in Natural Language Understanding  

  

The advancements in Natural Language Processing (NLP) in 2024 can be divided into three key 

subsections, each highlighting a specific area of development:   
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 Natural Language Generation and Automated Content Creation: NLG, a part of 

NLP, has become a key technology to create automated content. NLG turns structured 

data into natural human-sounding text. More and more organizations use it to produce 

news stories financial reports, and other content types. This not only streamlines the 

content creation process but also ensures consistency and accuracy, proving beneficial 

in journalism, finance, and other data-intensive sectors.  

  

  

 Named Entity Recognition and Data Classification: The role of Named Entity 

Recognition, or NER, in 2024 has been far more impactful. NER systems are adept at 

classifying and annotating diverse data parameters in unstructured data, like identifying 

person names, organizations, dates, and numerical values. With such an advancement 

NLP facilitates more efficient data extraction workflows, which ends up enhancing data 

processing and analysis across various industries.  

  

  

  

 LLMs integration in Complex NLP Tasks: The LLMs integration has been one of the 

biggest changes in dealing with complex NLP tasks. Such models, with a core of 

advanced machine-learning algorithms, are increasing the capability of systems to 

understand and manipulate human language more accurately and with more context. The 

volumes of unstructured data have grown, driven by LLMs, with an increasing rate, 

hence fostering the growing importance of NLP in customer service, marketing, and data 

analytics. This trend points out that applications of NLP are going to be much subtler 

and sophisticated moving away from the traditional approaches towards deeper learning 

and understanding of human communication patterns.[3][4]  
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2.2.1 Challenges and Ethical Considerations  

  

Despite these advances, the NLP field is beset by serious challenges, especially regarding the 

computational resources required to train large-scale models like BERT and T5. The amount of 

computational power needed for pre-training and fine-tuning of these models becomes a barrier 

to accessibility, especially for smaller organizations and research groups. Another regular source 

of debate must be the ethical considerations of these models, which include issues of biases 

within the training data and even environmental impact due to the training of large models. 

Furthermore, the dynamic nature of NLP technology has meant that current researchers are 

working on the limitations of pretraining on static corpora by continuously adapting models to 

dynamic language use and incorporating knowledge from external sources. There is also active 

research in new transformer variants, attention mechanisms, and model architectures for better 

efficiency and performance of NLP tasks.[5]  

  

2.2.2 Future Directions in Natural Language Processing (NLP)   

  

Natural language processing (NLP) is expected to undergo profound changes in the coming 

years due to developments in semantic and cognitive technologies. These advances are expected 

to improve human-like speech and text comprehension and enable more intuitive and intelligent 

applications across a range of domains. The incorporation of more complex NLP techniques,  

such as linguistics, semantics, statistics, and machine learning, is necessary for machines to 

understand the nuances of human communication, including not only individual words but also 

the context and nuances of language. [3][6]  

  

• One of the most central areas of NLP is chatbots, in which the ultimate objective is to 

develop fast, intelligent, and friendly platforms. The prowess of chatbots is to understand 

and respond to longer-form, more complex questions in a diversity of circumstances and live 

is key to their future. That means that to completely comprehend the meaning of human 

language, NLP must be combined with other cognitive technologies.  
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• Another new concept in NLP is that of an invisible or zero interface. Such direct 

communication between humans and machines will be done through NLP and its ability to 

process and respond to various modes of human language input: text, voice, or hybrid. The 

latter mode is critical to applications centered on direct interaction between humans and 

machines, as with the case of Amazon's Echo.  

  

  

  

• Smart search capabilities represent a major avenue for the continuation of the development 

of NLP. In our search functions, NLP usage now often takes a more conversational shape 

where one can speak with search engines as one would in a normal conversation. Second, 

the shift from the keyword based to conversational search, as in the case for integration of 

NLP into google drive, such that you can make more natural language queries to your file in 

google drive.  

  

The last capability of NLP which promises is its ability to extract intelligence from unstructured 

information. The ability to extract meaningful insight from very large volumes of text, especially 

from very complex documents such as annual reports, legal and compliance documents is 

critical when NLP is able to discern the subtleties of text.  [3]  

2.2.3 The Transformer Architecture  

  

By taking advantage of self attention mechanisms, the RNNs in the model introduced by 

Vaswani et al. in 2017 break the normality of NLP systems in the sense that a transformer model 

represents a radical change within the framework. It is easy to interpret the context in a given 

natural language because the design of the transformer architecture enforces better integration 

of information amongst words contained in each sentence irrespective of the location of the 

words in each sentence. The transformer employs an encoder decoder architecture—encoder 

takes input sequences and decoder generates output sequences. With no global structure, 

transformers rely on a type of self attention mechanism, which weights the importance of a word 

against another to produce better language understanding and generation. [7][8]  

  

  

2.2.4 LLMs and Their Effects  

  

Consequently, irrespective of where LLMs are applied (anywhere else), one of their primary 

impacts is in NLP, where a new state of the art model is here almost monthly. GPT-3 from 

OpenAI is the largest (175 billion parameters) and most such generator of coherent, contextually 

relevant, engaging text we know of thus far. If it is left to its own devices it will fill pages with 
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human like writing. [7] [9] [10]. A newer addition from Meta AI’s would be the LLaMA-3, 

which aims to bridge the gap between the great performance of models like GPT-3, while also 

being more computationally consumed. However, the LLaMA-3 models are especially well 

suited to the educational environment, and they also excel at creative tasks. [9][11]  

  

  

2.2.5 AI Marketplaces and Model Integration  

  

2.2.5.1 Rise of AI Marketplaces  

  

Natural Language Processing (NLP) has contributed significantly to the growth of AI 

Marketplaces. These platforms provide access to prebuilt AI models for various NLP tasks, 

such as sentiment analysis and entity recognition. This expansion is driven by the enhanced 

flexibility and integration capabilities of large language models (LLMs). [12]  

In recent times, Artificial Intelligence (AI) has changed more rapidly, and it has for developers, 

become easier and possible to build solutions using pre-prepared models. It is about solving 

many natural language processing tasks: natural language understanding, natural language 

generation and speech recognition. Special deep learning  models are built with huge training 

amounts of data for the purpose of high accuracy in the tasks like semantic analysis, word 

disambiguation, and part of speech tagging. [3][12]  

  

In general, the whole idea of AI era within AI marketplaces enables all the NLP and other AI 

affiliated industries to embrace it. It fast enables organizations to work with existing models 

instead of creating them from scratch. It seems to be good for applications dealing with human 

language, and for processing mined models, reusing them, and feeding in functional 

extensions.[12]  

  

2.2.6 Advancements in Natural Language Processing (NLP)  

  

The Natural Language Processing (NLP) sector has made incredible strides with the help of 

deep learning models and complex language models, especially in language generation and 

understanding. We have gone from highly specific architectures to more generalized and agile 

models which have been shown in the transition from BERT to T5. We have bettered the 

machines' proficiency in understanding and processing human languages , thus also improving 

a bunch of the NLP tasks like sentiment analysis, machine translation, entity recognition 

example.   
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2.2.7 Artificial Intelligence and Computational Linguistics Implications  

  

With great progress made in natural language processing (NLP), artificial intelligence and 

computational linguistics have been greatly influenced as well. Recent development and 

application of models such as GPT-3 and its successors demonstrate potential of large pre-   

trained language models use in many domains from human language generation to chatbots and 

intelligent decision-making. These advancements have enhanced our capacity to process and 

analyse textual data while also fostering a greater understanding of human communication 

patterns.   

  

  

  

2.2.8 NLP Technology and Its Applications  

  

Previously, NLP technology has been integrated into many applications that change the world 

today. As an example, intelligent OTTs are shifting to be able not only to perform interaction, 

but interaction that actually looks and seems natural to humans, with a focus mainly in customer 

service interactions. NLP today is one indispensable machine intelligence product which 

provides analysis and necessary data. Consequently, the most recent developments, especially 

of voice user interfaces and multilingual natural language processing make it possible for people 

with different linguistic and cultural backgrounds to communicate naturally. [3][12]  

  

Furthermore, considering how its use can vary from Transformers /Attention mechanisms all 

the way to Information Retrieval and Search Engines is nothing short of incredible. NLP’s 

services span industries, from healthcare (e.g. diagnosing diseases via medical texts) to 

entertainment (e.g. personalizing movie recommendations) to law enforcement(e.g. analysing 

crime reports). What makes it on of the most exciting and impactful fields in AI is its ability to 

bridge the gap between human language and machine understanding. [10] [13]  

  

  

  

2.2.9 Challenges and Future Directions  
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Despite the advancements achieved, challenges such as ethical issues, the high computational 

cost necessitated by the training of large models, and the requirement for neutrality in 

information processing do remain. Going forward, the trends will probably be to make NLP 

models that are more resource efficient (time, space, and financial), ethical, and accessible. The 

evolution of AI and NLP will not only continue but the evolution will start to incorporate genai 

(generative ai) which will extend the powerful GenAI NLP and disrupt the way we will work 

with machines. Fine-tuning is another key component when it comes to adapting LLMs to a 

specific domain. [3] [12]  

  

2.2.10 Fine-Tuning with Alpaca  

The Alpaca instruction-tuning method by Stanford AI Lab utilizes domain-specific datasets to 

enhance the domain-specific task performance of LLMs like LLaMA-3.  [14]  

  

  

  

  

  
Figure 1: Alpaca: A Strong, Replicable Instruction-Following Model  

  

  

2.2.11 Speed Optimization with Unsloth  
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After fine-tuning, it is time for speed optimization with Unsloth, which prepares the model for 

deployment in a production environment. Unsoth is a cost-efficient model reduction method 

that maintains both the efficiency and accuracy of heavy language models. [9]  

  

  

  

  

  

  

  

  
Figure 2: Unsloth: Easy finetuning for AI and LLMs  

  

Unsloth focusses on determining the most efficient type of computation in the model and 

minimising the number of active parameters during inference. This helps the model become 

more responsive to requests, as the required inputs and outputs require less processing. This 

optimisation is especially significant in educational settings where quick response times are 

required to keep students engaged. [9]  
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2.3 NLP in Educational Technology  

The introduction of natural language processing (NLP) into educational technology has recently 

received increased research interest, with a particular emphasis on the construction of 

AIPowered Educational Assistant systems. These technologies seek to help students study by 

providing targeted, on-demand support. [15] [16]  

  

  

  

  

  

Figure 3: Educational NLP  

  

  

2.3.1 The Role of NLP in Personalized Learning  

  

 It is called a personalised learning strategy if the curriculum basis is created based on the needs 

and preferences of the students involved. Because it’s able to understand and respond with 

contextually relevant information when it encounters a student’s question, NLP is essential to 

personalised learning. [17]  

 For example, a NLP driven system can grade a student's question to understand what level of 

comprehension is their current level and provide responses appropriate for them. In addition to 
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closing those learning gaps, this technique not only closes specific learning gaps, but it also 

promotes ongoing learning by responding to the needs of the student. [12][18]   

Among the top 4 most famous ways that NLP is used in Education are:   

• Automated Grading and Feedback  

• Intelligent Tutoring Systems (ITS)  

• Chatbots for Student Support  

• Personalized Learning and Adaptive Systems  

  

  

  

  

  

  

Figure 4: Benefits of ED. NLP  

  

It’s essential though, to recognize that the organised education era is over. Thus, due to NLP, 

education will be tailored for every learner to face and practice, in order to meet his or her needs. 

There is matchmaking based on learners’ performance, desired subjects, and learning modalities. 

This was followed by a rise in interest and understanding. When students are given content that 
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is appropriate for their abilities, they are more likely to receive and retain the information. This 

personalised approach also develops a sense of empowerment and ownership, which motivates 

and drives dedication. This customisation creates an individual learning path for each person.  

Consider always having a knowledgeable companion by your side to clear up confusion, explain 

complex concepts, and guide you through difficult situations. This goal is realised by NLP-

driven conversational agents, sometimes known as chatbots. These online coaches communicate 

in a realistic manner while offering rapid guidance. We can clearly see that chatbots have 

significantly improved when it comes to real-time support. Just like students do with a real 

advisor, ask questions and get custom-to their need’s answers, the same thing is possible with 

the chatbots. That way, NLP (chatbots) can enhance their communicative / problem managing 

skills while also motivating them to learn more. [12]  

  

  

2.3.2 NLP for Education: Challenges  

  

Although it seems very promising, there are still a lot of issues when it comes to Educational 

NLP. Getting the system to understand a wide range of questions is a big one, especially when 

those questions require complex domain specific terminology or are poorly worded. [17] 

Getting these models into existing educational platforms is another challenge. Large models like 

LLaMA-3 are hard to deploy in resource constrained environments because of their high 

resource requirements. And as such this is how Unsloth and other tools step into play, because 

finding middle ground when it comes to operational efficiency and model complexity is a top 

priority. [9] [12] [19]  

  

2.3.3 Case Studies of NLP in Education  

  

NLP use cases have been spotted all around in education. A good example is iTalk2Learn, which 

by enhancing instant feedback towards the students, manages to show how language acquisition 

can be uplifted by NLP. [4] Furthermore there are some great AI platforms like Quizlet, which, 

depending on the topic we choose to feed into the NLP, can produce questions and 

clarifications.[17][20] These examples show the benefits of NLP in creating dynamic and 

adaptive learning environments. But they also highlight how important it is to develop and use 

the models carefully so that the AI gives students accurate and helpful advice. [2] [21] With the 

worthy mentions stated above, it is clear that when it comes to producing dynamic & learning 

environments, NLP can truly be helpful. But it's also really important to tread carefully when it 

comes to the creation and utilization of these models, since they can sometimes hallucinate, and 

we want the best available advice for our students. [11][20]  
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2.4 Contextual Assistance and Adaptive Learning  

By incorporating NLP into the section of EDU Tech , a great deal of increased attention has 

occurred, especially when it comes to creating AI-fuelled teaching assistants. By using these 

solutions there is an intention to uplift the learning experience, by providing custom-tailored, 

on-demand aid to students.  

  

                                                              

Figure 5: Contextual AI  

2.4.1 Adapting Learning Systems  

  

When it comes to the students’ necessities and overall performance, there is a need to change 

the course material & speed which aligns with them, that’s why adaptive learning systems are 

made. With the assistance of these systems, we don't only track student’s interactivity & progress 

using real-timed data, but also manage to decide on what the next step will be towards their 

progress utilizing the AI. [6] When the dust settles, Adaptive learning, in an AI-fuelled 

educational context, is nothing more that the continuous adaptation and learning of the AI, 

thanks to its interlinkage with the students. Let’s make a hypothetical scenario, where a student 

can't seem to be able to work around a certain topic. By providing to-the-point clarifications and 

additional assets, the AI assistant can considerably amplify the student’s comprehension. To 

produce custom-tailored learning programs that are ideal for the various needs of students, it is 

of most importance to achieve a great level of adaptability. [18] [22]  
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2.4.2 Feedback Mechanisms  

  

Just like in adaptive learning, feedback methods are required to enhance the AI's overall 

performance and optimise its responses. In educational contexts, teachers' and students' 

feedback can be obtained. Students can assess how beneficial the AI's responses are, while 

teachers can provide insights into how the AI's answers align with the course objectives. [4] 

Once feedback mechanisms are incorporated within AI, then that enables it to evolve over time 

and thereby support students even more effectively. To make sure that AI remains accurate and 

applicable in a learning environment, an iterative improvement strategy is required. [18] [23]  

  

Figure 6: Feedback Loop  
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                           Figure 7: Cycle between NLP and feedback in Intelligent Tutoring Systems  

There are a lot of ways to go about redesigning and generating constructive feedback. Take 

into consideration that one of the most important aspects of school, assessment, is being 

revolutionised by NLP. NLP-powered automation is replacing manual grading, which is 

notoriously time-consuming and potentially subjective. Written assignments, assessments and 

even programming exercises are graded by algorithms. NLP algorithms quickly assign 

accurate grades by examining syntax, semantics and content. This effectiveness allows 

teachers to spend more time on individualised instruction without compromising fairness and 

consistency of assessment. This change makes the best use of class time and ensures fair 

assessment.  The foundation of improvement is giving constructive criticism. By providing 

indepth evaluations of students' work, NLP elevates the feedback process to the level of an art 

form. These algorithms not only identify errors but also offer useful suggestions for 

enhancements. Learners gain from regular, objective feedback that is readily available and 

creates an atmosphere that encourages skill growth. The recurring nature of this feedback loop 

encourages a growth mindset where setbacks are seen as opportunities to improve. As they get 

education tailored to their unique areas of need, learners experience a sense of continuous 

progress. [12][23]  
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2.5 Empowering Content Creation and Curation  

Something that also should be stated is the huge enhancement of the speed & efficacy of 

instructional content creation that has been seen when NLP was used to automatically produce 

content. Even teachers can generate various content, such as test questions and clarification texts, 

just by employing NLP-enabled systems. NLP algorithms generate lesson content by assessing 

current resources and learning objectives, saving teachers time while ensuring highquality 

teaching materials. Teachers might also focus on tailoring the content to the needs of each 

student. In addition, because there is so much information available online, which can be 

overwhelming for students, content curation can be challenging. Especially when it comes to 

considering the preferences, progress, and learning style of every individual, NLP provided 

techniques for recommendation-making that do just that. These algorithms examine huge data 

sets to identify correlations between success and student interactions. In this way, students 

receive content that is tailored to their own interests and learning styles. As students interact 

with the recommended content, the algorithm improves its suggestions, creating a positive 

feedback loop. This constant refinement ensures that students always receive relevant and 

helpful information. [12] [24]  

  

  

  

  

2.6  Ethical Considerations And Challenges  

When it comes to the Ethical side of things, there are two main sections that require our utmost 

focus:  

  

 Data Privacy And Security: The fact that NLP systems collect data to enhance their 

functionality gave rise to even more ethical concerns regarding data security and privacy. 

Data encryption both in transit & in storage, clear data use policies and strict access 

controls are critical security components. It is highly important to maintain a balance 

between the protection of students’ private information and using using the data for 

development to maintain trust. [12]  

  

  

 Bias Mitigation: Dealing with prejudices that can unintentionally creep into algorithms 

is necessary for the ethical use of NLP in eLearning. Biased training data can affect 

advice on content, grading and language comprehension. Continuous monitoring and 

testing of NLP systems is critical to detect and correct biases early. Educators and 
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developers need to improve algorithms, actively seek out diverse perspectives and create 

thorough guidelines to ensure fairness and inclusivity - this commitment to reducing bias 

will ensure technology continues to be a tool for equitable learning experiences.  

  

2.7 Commercial AI Solutions for Education  

Commercial AI systems such as Livechat AI offer a more realistic deployment strategy, 

especially in resource-limited situations, although custom solutions such as the refined LLaMA3 

allow for deep customization and potentially higher accuracy.  

  

2.7.1 Overview of Livechat AI  

  

Livechat AI is a well-known commercial chatbot platform for a number of areas, including 

education. It offers several pre-built features, including natural language understanding, easily 

customizable response templates, and an easy-to-use connection to the web platform.   

  

  

  

                                                                          Figure 8: Livechat AI  
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The main benefit of Livechat AI is its scalability. The platform is ideal for extensive educational 

implementations since it is built to accommodate a high volume of users at the same time. 

Furthermore, the user-friendly interface of Livechat AI enables quick customization and 

deployment, thus cutting down on time and resources needed for implementation. [17]  

  

2.7.2 Application in Educational Settings  

  

Livechat AI has been effectively integrated into various educational systems, allowing students 

to receive real-time guidance. The platform's capacity to answer frequent queries, provide fast 

response, and connect students to relevant resources makes it a useful learning support tool. 

Compared to custom-built solutions such as the fine-tuned LLaMA-3, Livechat AI is easier to 

install. While it may not have the deep contextual understanding of a fine-tuned model, its ease 

of use and scalability make it a viable option for educational institutions wishing to deploy 

AIassisted learning solutions fast and efficiently.   

  

  

  

  

2.7.3 EDU NLP Conclusion  

  

By enhancing the way EDU content is being created-delivered and evaluated, NLP is making 

important changes in online Learning. Not only it's able to tailor learning specifically to the 

individuals' needs, but further allows learners of different backgrounds to join in by removing 

language barriers and facilitating access to worldwide learning. These advances bring to light 

critical ethical considerations, including the need to ensure data privacy and work towards 

technologies that are free from bias. If used wisely, the synergy of NLP and eLearning holds 

incredible potential to shape a more adaptable, inclusive and engaging future of education. The 

impact of NLP on education is not a passing trend, but a fundamental shift in a rapidly evolving 

landscape. NLP is helping us to rethink education by enabling personalized experiences, 

breaking down language barriers and driving content creation and recommendations. The ethical 

challenges remind us that we need to use these innovations responsibly and steer the technology 

in the right direction. [12]  
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2.8  LLaMA-3 & Livechat-AI   
  

2.8.1 LLaMA-3 Consideration  

The rationale behind deciding to use LLaMA-3 for our use case instead of other advanced and 

capable models can be broken down into 3 reasons:  

  

I. Harmonizing Computational Efficiency and Performance: Although models like 

GPT-4 and GPT-3 are excellent at producing contextualised, high-quality information, 

their large computing requirements make them impractical for educational institutions 

with inadequate infrastructure. The good thing about LLaMA-3 is that it arranges a 

certain compromise, with which a good performance is established without requiring 

large resource amounts. Thanks to that, LLaMA-3 proves to be an ideal choice for 

educational applications, where most of the times processing power as well as funds 

may be hard to find. On top of that, as a consequence of its effective fine-tuning abilities, 

LLaMA-3 may also support certain instructional tasks that would otherwise require far 

more resource-rigorous models.  

  

  

  

  

  

II. Customization Abilities: While models like BERT and RoBERTa are optimised for 

text categorisation, LLaMA-3 is intended for more dynamic and generative features, 

making it perfect for AI-powered instructional assistants. LLaMA-3 allows for more 

individualisation than task-specific models like T5, as it can adjust responses to specific 

course content. With the ability to manage dynamic interactions, LLaMA-3 can provide 

a more immersive learning environment.  

  

III. Scalability and Adaptability for Educational Needs: LLaMA-3 may not be the 

greatest model, but it is capable of providing meaningful and contextualised answers. 

In an educational environment, this is crucial for answering open-ended questions or 

processing complex queries. Techniques such as Alpaca-based fine-tuning and unsloth 

optimization, further improve the efficiency of the model and allow it to scale without 
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excessive computational overhead, so that it can be adapted to different educational 

requirements.  

  

  

2.8.2 Livechat AI Considerations  

 Following a somewhat similar “train of thought” of looking after a scalable-affordable yet 

productive solution, we ended up choosing Livechat AI as a second candidate because it fitted 

the criteria we wanted:  

  Effortless deployment and integration: It offers a pre-made solution with advanced 

NLP functionality that is ideal for schools with limited technological resources. Not only 

that but it also integrates smoothly into existing platforms with minimal effort, as 

opposed to custom models that require extensive setup and maintenance. One important 

thing that sets it aside from other state-of-the-art platforms, is its simplicity in allowing 

instant and extensive adoption in EDU institutions.  

  

  

  

  

  

  

  

  Scalability and Live Features: Livechat AI was developed utilising a cloud-based 

architecture that enables for large-scale deployments while managing multiple user 

interactions at the same time. This scalability is particularly useful in institutions where 

a large number of students require AI support at the same time. Even though models like 

BERT or GPT-4 can accomplish the same task, they often require more resources to run 

in real time. On the other hand, this one is designed for real-time use in high-demand 

situations, providing a smooth experience without straining the institution's 

infrastructure.  
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  Operational efficiency and cost-effectiveness: It offers a more affordable option when 

compared to the deployment of a custom-trained model such as GPT-4, which entails 

continuous maintenance and maybe elevated operating expenses. Its subscription-based 

or usage-based pricing models can be more affordable, particularly for educational 

institutions that need to optimize budgets. Livechat AI’s pre-configured NLP models and 

intuitive user interface mean that less technical expertise is required to maintain it, 

reducing operational overhead and allowing staff to focus on supporting student learning 

rather than managing complex AI systems.  
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 CHAPTER III: System Architecture and Deployment  

3.1 First Approach: Fine-Tuning LLaMA-3 with Alpaca and Unsloth  

In this section we discuss the technical steps needed in fine-tuning the LLaMA-3 model with 

Alpaca, followed by optimisation with Unsloth. The purpose of this technique was for us to 

develop a highly accurate and contextually aware AI model that might help with educational 

queries.  

  

3.1.1  System Overview  

LLaMA-3 (Large Language Model Meta AI), an advanced language model created by Meta AI, 

is intended for high-performance NLP jobs. The model was fine-tuned with Alpaca, an approach 

for refining big models for specific educational objectives, and optimised with Unsloth to 

improve computational efficiency, resulting in faster inference and less memory consumption.  

3.1.2  Fine-Tuning Process  

The fine-tuning process involved multiple stages, each crucial for adapting LLaMA-3 to 

educational queries: [25]  

• Initial Setup and Installations:  

Installing necessary packages, such as Xformers and Unsloth, which are necessary for 

memory management and attention mechanism optimisation during training, was the 

first step in the process. To ensure compatibility with the computational infrastructure, 

these packages were installed within the Jupyter environment using Python package 

management commands.  
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                                                                    Figure 9:  Installing essential packages  

  

  

  

  

  

  

• Load and configure model:  

  

 Using the FastLanguageModel class provided by Unsloth, the LLaMA-3 model was loaded, 

with the configuration set to use 4-bit quantization for memory efficiency. By doing this we 

managed to significantly reduce the memory requirements and that way the model could work 

relatively well across low-memory GPUs. We included LoRA adapters in order to enrich the 

training part. With the assistance from these adapters, we managed to fine-tune a small portion 

of the model's parameters, and as such, reduced the overall heavy computational load while 

maintaining our desired performance.  
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                                                 Figure 10 : Model loading and Configuration  

  

  

• Data Preparation:  

 The refined dataset was formed with the sanitized Alpaca dataset, featuring 52,000 instances of 

instruction-response pairs. This data set was selected due to its pertinence to teaching tasks 

commonly found in educational environments. For the creation of the Alpaca dataset, a revised 

prompt template was used to guarantee that every question-answer pair is correctly structured 

and includes a token at the end of each sequence to help with error identification during 

inference.  
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                                                                       Figure 11: Data Prep  

  

  

• Training Configuration:  

Huggingface's TRL library was utilised to control the training procedure through the SFTTrainer 

class. The training parameters included stages of gradient accumulation, a stack size of two, and 

a learning rate of 2e-4 to maximise GPU memory use. The 60-step technique was developed to 

ensure rapid adaptation and prevent overfitting. During training, memory usage was monitored 

closely to stay within hardware limits, and a record of the peak memory usage was maintained. 

Careful monitoring was necessary to maintain a balance between model performance and 

training efficiency.  
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                                                            Figure 12: Training the Model   

3.1.3  Technical Challenges and Solutions  

  

Several challenges were encountered during the fine-tuning and subsequent deployment of the 

LLaMA-3 model:  

  

• High Computational Requirements: In contexts with limited resources, the model's high 

parameter count and the requirement for precision in fine-tuning demanded significant 

processing power. With the implementation of 4-bit quantization and LoRA adapters we 

achieve a reduction in the memory demand , thus allowing for the model to fuction well on 

mainstream GPUs like T4. And with Unsloths' help we also manage to lower even more 

the computational overhead without significantly losing accuracy.  
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• Implementing/Integrating models: Since LLaMA-3 is quite large as a model and 

requires lots of resources, it's integration into an online platform proved to be quite 

difficult and we couldn't get the responses we wanted. To work around the problem, we 

fine-tune the original model and bring it down to our computational level. Although 

scaling remained difficult, this modular strategy improved load management and decreased 

latency  

  

3.1.4   Results and Evaluation  

  

We adjusted LLaMA-3 using various inputs from the PDFs to observe its performance. The 

outcomes are displayed below:  

  

  Response Quality: We received thorough and precise responses, indicating the model's 

high level of proficiency in elucidating intricate ideas. The adjustment of the model to 

specific educational tasks and offering relevant and insightful responses was achieved 

through the refinement process.  

  

  Increased Efficiency: The model improved its performance in inference tasks by 

utilizing Unsloth optimizations and 4-bit quantization, making it suitable for deployment 

in environments with limited computational resources due to reduced memory usage.  

  

3.1.5  Summary of the First Approach  

  

With the use of Alpaca and Unsloth, the fine-tuned LLaMA-3 proved to be quite competent and 

showed promise of advanced fine-tuning methods. Sadly though, due to the scalability / 

computational power issues we encountered, the focus was shifted towards other options. It was 

crystal clear that a more straightforward and simple solution was needed.  

  

3.2 Second Approach: Livechat AI Integration/ Custom Website build  

  

In this section we describe how the Livechat AI platform was incorporated into a custom website 

we created, with the J.A.R.V.I.S chatbot being used to provide real-time help to students.  
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3.2.1  System Overview  

 One of the main reasons we chose Livechat AI was because it has superb NLP capabilities, and 

it was really easy to integrate it into the website that we created with the Website.com platform. 

Just like with Livechat AI, Website.com offered an ease of use like no other, allowing for instant 

incorporation of external API's and gave to the user the absolute freedom to change the platform 

fast and with no issues. [17]  

  

  
  

Livechat AI operates as a cloud-based service. As a result, it does not require the same level of 

regional data processing. Sources such as LLaMA-3 serve as a model. This enables it to grow 

easily, managing a high number of concurrent user interactions without any issues.  

The platform provides extensive customization options, allowing for the adaptation of its NLP 

models to specific domains, such as education. Custom intents and entities can be defined to 

ensure the chatbot responds accurately to domain-specific queries.  

  

3.2.2  Creating the website  

 In order to make sure that the user would have the best possible experience, without struggling 

to figure out how to use the chatbot, we used Website.com to develop the platform. It was simple, 

on-point and most importantly it allowed seamless integration of Livechat AI. [26]  

  

3.2.2.1 Website Design and Structure  

  

The website was designed with a user-centric focus. Improved usability by making the chatbot 

feature easily accessible for students. The site features a straightforward and uncluttered 

appearance, easy-to-navigate navigation, and a prominent chatbot interface. [26]  
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                                                                          Figure 13: General Home Page  

  

The website included course materials to expand the chatbot's skills and allow learners to engage 

with information independently or with AI support.   
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Figure 14: Learning Material  

  

  

  

3.2.2.2 Creating JARVIS  

  

Using the API integration tools that Livechat AI provided, it was relatively  easy to integrate the 

chatbot into the website. Students could get help anytime they wanted it just by clicking on the 

“JARVIS” section of the website. The chatbot was created to deliver quick and accurate answers. 

This was achieved by utilizing Livechat AI's adaptable cloud-based infrastructure, which 

adjusted automatically based on user needs.  [17] [26]  
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                                                                  Figure 15: JARVIS Section   

3.2.3  Advantages in Technology  

  

When we combined Livechat AI with our custom website, we found advantages that the 

optimised LLaMa-3 was lacking. One of the most spectacular aspects of it was how easy it was  

to put it to action. In contrast to LLaMA-3, Livechat AI integration on the Website.com platform 

was simple and did not require complicated setup or extensive optimization. Its plug-and-play 

functionality made deployment effortless, with no need for additional customization. Compared 

to the resource-intensive LLaMA-3 paradigm, livechat AI is more scalable because it is designed 

to manage numerous users at once. This was particularly important in an educational setting 

where multiple students may interact with the chatbot at the same time. It’s really important to 

mention how cost efficient this viewpoint was. Thanks to Website.com’s affordable hosting and 

with Livechat AI’s subscription model updates and support, we can reduce the long-term costs. 

[17] [26]  
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3.2.4  Summary of Second Approach  

  

For the educational platform, integrating Livechat AI with a custom website built on 

Website.com turned out to be a more workable and scalable approach. As it was previously 

stated, although LLaMA-3 performed really well, we ended up not choosing it for our use case, 

since we did not have the computational power or the infrastructure to use it at an acceptable 

and satisfying level. Thus, we went along with Livechat AI which was far simpler to use, had 

guaranteed scalability along with an affordable package for our use case. That way we could 

secure that a stable, robust and trustworthy assistant / platform would be used by the students.  
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4 CHAPTER IV: Demonstrations and Comparative Analysis  

4.1 Introduction  

In this chapter we explore the two approaches that were used in the thesis: the fine-tuned 

LLaMA-3 model and the Livechat AI chatbot, which was integrated into a custom educational 

website. Through carefully chosen visual examples, code samples, and in-depth commentary, 

each approach is examined based on practical performance, emphasizing how well each one 

supports educational objectives and where limitations may appear.   

4.2 First Approach: Fine-Tuned LlaMa-3  

4.2.1 Code/Model Functionality  

  

The LLaMA-3 model, which can be customised to answer educational questions, was created 

to cover complicated topics and provide students with exciting learning experiences. In this 

section  we included several examples that demonstrate its capabilities. [27]  

  

In one example, a prompt asking the model to explain Recurrent Neural Networks (RNNs) 

yields a comprehensive answer outlining its applications in speech recognition and natural 

language processing, as well as how RNNs handle sequences by keeping previous input 

information. This example underscores LLaMA-3’s proficiency in addressing complex topics, 

breaking them down in ways that enhance understanding. The model makes abstract ideas more 

relatable by demonstrating practical applications, which can make challenging subjects more 

accessible to students.   
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Figure 16: Example 1  LlaMa  

  

Another prompt (see example 2 picture) requests the model to generate a 10-question quiz on 

neural networks, and the model provides a diverse set of questions covering essential concepts, 

network types, and layer functions. This feature illustrates LLaMA-3’s capacity to automate 

aspects of test creation, potentially saving educators time while supplying meaningful, relevant 

content for assessments. By producing varied questions that probe a student’s understanding of 

neural networks from multiple angles, the model supports an interactive and comprehensive 

learning experience.  

  

                                                          
Figure 17: Example 2 : LlaMa  

  

A third example (see example 3 picture) wants a basic explanation of neural networks for folks 

with no prior knowledge. The model's response gives a comprehensible overview by drawing 

analogies to real-world applications. This remark emphasises the model's ability to adjust 

explanations to meet the requirements of different students, making it an effective instructional 

tool for students with various degrees of expertise of the subject. LLaMA-3 serves as a 

foundational guide for novices, offering straightforward, sample-based guidance to assist 

individuals in gaining assurance and essential comprehension in technical fields.  
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                                                                    Figure 18: Example 3 LlaMa  

  

When it comes to performance, LLaMA-3 stands out in delivering thorough, relevant answers, 

which makes it an attractive option for detailed educational tasks. Nevertheless, the extensive 

computing needs and complex implementation demands of this method pose substantial 

challenges. Its demand for resources suggests that it may be most suitable for specialized 

environments with abundant resources that require sophisticated, AI-driven teaching support.  

  

4.3 Second Approach: Livechat AI Integration  

  

4.3.1 J.A.R.V.I.S Chatbot on the Website  

  

The AI-powered J.A.R.V.I.S , was integrated into our website to provide students with 

immediate support, focussing on ease of use and accessibility. Thanks to Livechat AI's 
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sophisticated API, the chatbot was easily installed as a separate page of the website, allowing 

students to access it anytime they needed to.  

  

  

In one illustrative interaction, a student asks the chatbot to explain word embeddings and logistic 

regression. The chatbot provides a detailed explanation of word embeddings, illustrating how 

they convert words into vectors within a continuous vector space and connecting the idea to 

practical uses in the real world. The chatbot adeptly helps the student navigate each topic stepby-

step when they inquire more about logistic regression. This capacity for responsive, adaptive 

guidance illustrates the chatbot’s potential to explain challenging concepts in a progressive, 

understandable way, helping students build knowledge in manageable steps without feeling 

overwhelmed.  

  

  

Figure 19 : Explaining Word Embeddings  

  

The chatbot’s user-friendly interface and reliable real-time responses make it particularly 

beneficial for students who might need immediate clarification without having to navigate 

complex menus. This streamlined interaction design helps students stay focused on learning 

without unnecessary delays. Additionally, its conversational flow, which allows for follow-up 

questions, makes it an effective educational tool that can support a wide range of queries and 

adapt its guidance to each user’s needs. Student feedback emphasised the chatbot's simplicity 

and intuitive design. The technology gave straightforward responses and was especially useful 
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for people without a technological background, allowing them to get the necessary information 

without prior understanding of the platform. In this approach, the chatbot provides dependable, 

accessible assistance, making the learning process easier and more entertaining.  

  

  

4.3.2 Technical Analysis of Livechat AI  

  

The technical qualities of Livechat AI make it a valuable instructional tool. Scalability is one of 

its most notable features, allowing the system to manage a high amount of requests without 

sacrificing response time or quality. This makes it an ideal fit for educational platforms where 

many users might be seeking help at the same time. In terms of deployment, Livechat AI’s 

builtin API integration tools make it straightforward to integrate with existing platforms. Its 

cloudbased infrastructure allows for rapid implementation without the technical complexity that 

models like LLaMA-3 demand. This ease of deployment, coupled with the simplicity of 

maintenance in a cloud setting, allows institutions to integrate Livechat AI efficiently and at 

scale. In conclusion, Livechat AI shows cost-efficiency, especially in comparison to the 

expenses needed for creating, teaching, and upkeeping a personalized AI model such as 

LLaMA-3. The Livechat AI's subscription model includes updates and maintenance, which 

lowers operational costs in the long run and makes it a financially feasible choice for educational 

institutions looking to implement AI support tools.  

  

4.4 Comparative Commentary  

This analysis explores the benefits and drawbacks of using the Livechat AI chatbot and LLaMA3 

model in educational settings, with a focus on their performance, scalability, and practical 

applications. LLaMA-3 is particularly effective for scenarios that demand detailed analysis and 

nuanced responses, such as advanced courses or specialized training programs. Its ability to 

generate thorough, contextually accurate answers makes it well-suited for these purposes. 

However, its complex setup and significant resource requirements can be limiting factors, 

making it challenging for institutions with smaller budgets or limited technical support to 

implement.   

Its intensive processing demands may also reduce its practicality in broader applications where 

a more accessible and affordable option is necessary. In contrast, Livechat AI, though it may not 

reach LLaMA-3’s level of depth, is highly efficient in managing multiple queries simultaneously. 

This feature makes it ideal for settings that prioritize quick, straightforward responses, such as 

classrooms or tutoring centers, where prompt assistance is key. Its real-time responsiveness and 

ease of use give it a clear advantage in situations where immediate, straightforward answers are 

needed. Livechat AI’s simplicity and flexibility make it an appealing option for institutions 
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focused on achieving wide, accessible coverage without sacrificing reliability. In terms of 

deployment and maintenance, these two options present different requirements. Implementing 

LLaMA-3 demands considerable computing power and specialized technical skills to maintain 

and update its functionality. This level of upkeep, including regular fine-tuning, makes it more 

appropriate for settings where its capacity for detailed responses is essential and worth the 

investment. On the other hand, Livechat AI’s deployment is more straightforward and managed 

through a subscription-based model that  includes automatic updates and optimizations, thus 

minimizing the need for ongoing technical intervention. Its cloud-based architecture reduces 

maintenance demands, making it a feasible option for educational institutions with limited IT 

resources. On the other hand, when it comes to cost-effectiveness, LLaMA-3 requires 

specialized hardware and continuous technical support, contributing to a high cost of ownership. 

This investment is significant, even though the model’s precise responses and accuracy can 

provide valuable insights in the right setting. Livechat AI, on the other hand, provides a more 

cost-effective solution by including regular upgrades and customer assistance in its subscription 

plan. This methodology keeps prices modest, making it an enticing option for institutions 

looking to embrace AI without incurring the high upfront and continuing expenditures of a 

custom solution.  

  

4.5 Summary   

This section analyzed the capabilities and performance of the Livechat AI chatbot and the 

refined LLaMA-3 model within an educational setting. Through detailed commentary and visual 

examples, we assessed how each tool meets specific educational needs. While the LLaMA-3 

model excels in generating detailed, in-depth responses that support deep learning, its high 

technical and computational demands make it less practical for larger-scale or resource-limited 

environments. Meanwhile, Livechat AI offers a scalable, accessible solution that delivers 

accurate, real-time responses, positioning it well for wider educational use. Though it may not 

match LLaMA-3’s depth, its ease of use and cost-efficiency make it a compelling choice for 

educational institutions aiming to integrate AI into their platforms effectively.  
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5 CHAPTER V: Conclusion and Recommendations  

  

5.1 Summary of Findings  

In this thesis, except for creating a website and integrating a live ai assistant into it , we managed 

to explore the method of fine-tuning a pretrained model, like LLaMA-3 , as well as witnessing 

how we can use to our advantage a pre-built online platform and adjust it to our use case with 

our own data. There is far more that can be done in this specific AI domain, but as a first step 

we managed to get the grasp of it. LLaMA-3 showed an impressive ability to deliver detailed, 

context-sensitive responses, making it a powerful tool for tackling complex questions and 

supporting advanced learning needs. However, the model’s high computational requirements 

and complex setup present challenges, especially when considering large-scale implementation. 

Livechat AI, on the other hand, proved to be more practical for widespread educational use, 

providing quick and accurate responses to general questions while requiring fewer resources. 

Despite not providing the same insights as LLaMA-3, due to its scalability and ease of 

deployment, it continues to be a viable option in an educational environment.  

  

  

5.2 Recommendations  

Based on the findings, the following recommendations are proposed:  

 Utilize AI-Powered Livechat for Extensive Educational Support: Livechat AI is a 

suitable choice for companies seeking to incorporate AI-powered assistance across 

various scenarios. It works particularly well in settings where timely, accurate 

information is crucial because of its simple setup, low cost, and ability to process high 

query rates.  

  

  

 Reserve LLaMA-3 for Specialized Educational Programs:  LLaMA-3’s fine-tuned 

model is best suited for specialized educational programs where in-depth, context-rich 

responses are essential.This strategy can be particularly useful in higher education or 

specialised training, when the emphasis is on depth and institutions have the means to 

accommodate more complex technologies.  
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 Consider a Hybrid Model: Combining Livechat AI and LLaMA-3 could provide a 

balanced solution. In this configuration, Livechat AI could easily handle common 

requests, while LLaMA-3 covers more complicated issues, combining depth and 

scalability in educational support.  

  

5.3 Future Work  

Looking ahead, there are topics for additional research:  

  Improving Scalability of Custom AI Models: New methodologies may make models 

such as LLaMA-3 more accessible for broader deployments. Optimizations or model 

distillation could help lessen the computational demand, making these models more 

feasible for broader applications.  

  

  Enhancing Contextual Comprehension in Pre-Made AI Solutions: Pre-built 

platforms like Livechat AI can significantly improve their effectiveness by adopting 

more advanced natural language processing techniques to match the capabilities of 

sophisticated models like LLaMA-3. This enhancement would enable these systems to 

gain a deeper understanding of user inquiries while still ensuring the quick response 

times that are essential for seamless, real-time interactions.  

   

5.4 Final Thoughts  

  

The use of AI has a significant potential to improve accessibility and overall learning 

experiences in educational settings. Educational institutions can develop more effective and 

interesting learning environments by carefully selecting and implementing various AI 

technologies to satisfy specific requirements. This thesis provides critical information on the 

benefits and drawbacks of employing AI in education, setting the framework for future 

improvements in this rapidly evolving sector.   
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