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Abstract 
 
 

This thesis marks an attempt to better fathom the magnitude of visual impairment as a health 
issue, the needs of affected individuals, the available assistive technologies and also tries to 
provide an insight into the development of two affordable and reliable assistive systems for 
visually impaired people.   
    Despite the enormous efforts in designing reliable and user-friendly assistive devices for the 
visually impaired people there is plenty of room for improvement as usually these devices are 
bulky, complex in operation, expensive and in some cases fail to attain the initial claims by 
manufactures and researchers, leading to disappointment and frustration among the visually 
impaired people.  
    In an effort to address these issues and to provide a helping hand to this vulnerable part of 
society, we developed two assistive devices. The first is a mobility aid device that is wearable in 
form of a wrist or hand mounded glove embedded with two ultrasonic sensors that aim at 
identifying potential obstacles. When obstacles are identified the user is notified by beeping 
sounds of high or low intensity. The high intensity sound is activated when the identified 
obstacles are positioned at head level whereas the low intensity sound is triggered for obstacles 
that are positioned from ground to chest level. The second device is a home assistance system 
that enables visually impaired people to remotely control through voice commands lights, cooling 
system or any other household appliance. In addition, this systems is able to notify the user 
through voice messages about the detection of fire, the overcoming of specific limit in 
temperature and in which room has entered.  
    The gathered result from the testing of the systems indicate that the majority of the initially 
set goals are successfully accomplished. Testing of mobility aid system confirmed the fact that is 
intuitive in use, less obstructive, lightweight and user-friendly. As a shortcoming was identified 
the difficulty in detection of small objects and those that are at ground level. Regarding the 
testing of home assistance system, it was observed that its performance satisfies all the initially 
set objectives as the utilized sensors have a fast response, voice messages are generated 
correctly and under low noise environment the control of home appliances is attained easily.  
    Lastly, we acknowledge the fact that the proposed systems are far from the optimal solution 
for the visually impaired people and thus future enchantments are planned to be implemented. 
However, we believe that they have the potential to make a beneficial contribution in the lives 
of visually impaired people as their designs were based on a thorough examination of the 
strengths and weaknesses of past works and understanding of visually impaired people’s needs. 
 

Keywords: visual impairment, assistive technologies, mobility aid, home assistance, obstacle 

detection, ultrasounds, voice commands, remote control.  
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CHAPTER 1: Introduction 
 

1.1. Problem statement 
Vision is considered to be the most crucial human sense as 83% of information from the 
environment is obtained via sight [1]. Sight enables people to successfully function in their daily 
life by providing them with the ability to navigate efficiently their surrounding environment, 
participate in social interactions, perform actions, access information and recognize danger. 
    Consequently, lack of vision has a devastating impact on the quality of life and psychological 
status of affected individuals. Visually impaired people (VIP), face tremendous barriers in their 
routine life such as lack of independence and confidence as they are deprived from performing 
many of the daily tasks and usually relay on others for their mobility. In many cases, 
unaccompanied VIP are prone to accidences and injuries as they often are unaware of the 
dangers that lay ahead and run in high risk of colliding with obstacles [2-4].  
    In addition, the dimension of this issue become more concerning as it presents a serious 
financial challenge on families and governments. For instance, in the US, statics indicate that 
unemployment rate among blind people is extremely high as around 75% of working-age blind 
struggle to find employment while a huge portion of visually impaired children are analphabet as 
only 10% of school-age blind receive the appropriate education and learn how to read in Braille. 
In effort to assist the blind to deal with their daily task and live a productive life authorities and 
their loved ones make huge expenses to offer them the appropriate health care and specialists. 
A wide variety of qualified personnel which usually is insufficient to cover the actual demands is 
involved in helping the blind such as Braille teachers, psychologists, orientation and mobility 
specialists, vision rehabilitation therapists etc. [5].  
    According to statistics provided by the World Health Organization (WHO), there are 
approximately 1.3 billion people living with some form of vision impairment, out of which 36 
million are totally blind, 188.5 million people have mild vision impairment and 217 million have 
moderate to severe vision impairment. Approximately 80% of all vision impairment globally is 
considered avoidable and majority of people with vision impairment are over the age of 50 years. 
About 87% of the blind people live in low-income countries or developing countries and by the 
2050 the percentage of visually impaired people is expected to triple due to the rapid increase of 
population, longer life expectancy and increased survival of premature infants [6, 7]. The figure 
below (Figure 1) shows the percent of blind people across the globe.  



Assistive devices for visually impaired people 

 

2 

 

 
Figure 1: A pie chart showing blind people across the world. 

 

 

   Moreover, in order to support the blind in their daily life along with the medical treatment, 
traditionally white cane and trained dogs are used to provide a helping hand.  Despite the help 
that these methods provide as we will see in more detail in the next chapter their use is 
associated with several imperfection and drawbacks such as lack of effectiveness in identifying 
the potential barriers making the mobility of blind difficult, restricted and even dangerous [2, 8].  
    Therefore, more sophisticated means are urgently required to assist this vulnerable part of 
society. Thanks to human ingenuity and recent technological advancement in the field of 
electronics and engineering several assistive device are developed to provide independence and 
comfort in locomotion and daily life of VIP. Most of those devices focus on areas such as 
information access, smart cities and mobility aid.  
      Despite the fact that these assistive tools seem quite intelligent and promising as we will 
examine in the next chapter they seem be quite costly, bulky, complex and often do not meet 
the initial claims by manufactures and researchers, leading to disappointment and frustration 
among the visually impaired people [9].  
 

1.2. Motivation and proposed system  
By taking in consideration the following facts such as the increasing number of blind people 
worldwide, the age and financial condition of the majority of VIP and the noticeable differences 
between users and designers perspective we purpose two devices to assist visually impaired 
people:  

i. The first device is a mobility aid system that may not look fancy as a design but is affordable 
and addresses efficiently the main needs of visually impaired people. The device is designed 
in a form of a wrist or hand mounded glove embedded with two ultrasonic sensors (US) to 
measure the distance of nearby obstacles. The US sensors are connected to an Arduino 
Nano device that can process the received data and estimate the distance of obstacles. 
When obstacles are detected within the predefined distance the user is alerted through a 
beeping sound of low intensity or high intensity. The high intensity sound is generated when 
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the detected obstacles are at head level whereas the low intensity sound is activated for 
obstacles that are from ground to chest level.  

ii. The second device is a smart home assistance system that aims at assisting the blind with 
their daily home activities. This device has two main features:  

 The first is that can help VIP to control lights, cooling system and any other home 
appliance using voice commands.  

 The second is that can notify VIP via voice messages when they change room within 
the home, when the temperature passes a specific limit and when fire is detected.  
 

1.3. Objectives  
i. Mobility aid system  

 

 Wrist or hand mounded glove, flexible and light weight design. 

 Cost-effective and intuitive in use.  

 Real-time device: it should work as fast as the average reaction time of human.  

 Provide confidence to visually impaired people to navigate independently in outdoor and 

indoor environments. 

 Use ultrasonic sensors to detect floor and hanging obstacles with a sensing area of 1.5m. 

 Inform the user about obstacles through beeping sound of low and high intensity. 
 

ii. Home assistance system  

 Remote control of household appliances with voice commands. 

 Voice notifications in case of high temperatures, fire detection and change of room.  

 

1.4. Thesis overview   
 

Each chapter is arranged as follows: 
 

 Chapter 1: Introduction  
In this chapter is discussed the magnitude of the visual impairment as a health issue, our 
motivation, the proposed systems and theirs objectives. 

 

 Chapter 2: Background and related work  
Here are explained some basics concepts related to visual system, types of visual 
impairment, brain plasticity, echolocation and then is provided a presentation of main 
categories of assistive technologies for the VIP.   
 

 Chapter 3: Hardware and software analyses  
This chapter includes an analysis of the overall architecture of the proposed systems and 
also it contains details regarding the hardware and software components. 
 

 Chapter 4: Implementation and evaluation   
This sections presents the testing and training of hardware components, the assembly 
process and final form of proposed systems and also the methodology utilized to evaluate 
their functionality.  
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 Chapter 5: Conclusion and future work  
In the final chapter conclusion are drawn about the functionality of our devices and also 
future improvements are suggested.   
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Chapter 2: Background and related work 
 

2.1. Anatomy and function of visual system 
 

The way that we perceive our surrounding environment depends on the function of the visual 
system. The function of human visual system can be considered analogous to that of two cameras 
connected to a computer through wires. In this analogy the cameras are the eyes, the computer 
is the brain and the wires are the optical nerves [10].  
 

i. The eye: Human eye (Figure 2) has an approximately spherical shape and is embedded in a 
protective framework of bones and connective tissues called the orbit. The eye can be 
divided in the following structures[11, 12, 13]:  
 
 

 
Figure 2: Main structures of human eye. 

 
 

a) Three coating layers  

 Fibrous tunic is the thickest and hardest part of the eyeball and contains the cornea 
and the sclera. Cornea forms the front of the eyeball, it is known as the “window” of 
the eye as it is a transparent surface through which the light enters and it has a 
significant impact on the eye’s focusing power. Sclera is hard, white layer that 
surrounds the cornea and provides bloods vessels and neurons inside the eye with 
protection.   

 Vascular tunic is the middle layer that surrounds the eye and is composed by the iris, 
ciliary body and the choroid. The iris is placed on the top of the lens, it controls the 
size of the pupil and similarly to the aperture of a camera it is able to control the 
amount of light entering the eye. Moreover, it determines the color of the eye with 
the amount of pigments that contains. The ciliary body is responsible for controlling 
the optical power of the lens through ciliary muscle that adjust the shape of the lens 
for far or near sight. Choroid contains melanin a dark pigment that limits the 
uncontrolled reflection within the eye and it is composed of blood vessels that 
provide the eye with necessary oxygen and nutrition.      

 Retina is part of central nervous system and it is composed of five different layer of 
neurons: the visual receptor cells, the horizontal cells, the bipolar cells, the amacrine 
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cells, and the retinal ganglion cells. From which only receptor cells, bipolar cells and 
ganglion cells consist direct pathways for the transmission of visual information from 
eyes to the brain. The visual receptor cells create a light-sensitive layer of tissue at 
the back of the eye that similarly to the film in the camera captures the light rays and 
through the photosensitive cells called rods and cones converts them into electrical 
signals. Rods which are triggered by the low levels of light provide the perception of 
black and white vision while cones are activated in higher levels of light and assist in 
distinguishing the colors. Due to the synapses that exists between different types of 
neurons signals are passed from the receptor cells to bipolar cells and to ganglion 
cell whose sensory fibers create the optic nerve which carries the neural responses 
to the visual cortex of the brain. The region of the retina where the optic nerve exits 
the retina is known as the blind spots as vision is impossible due to the lack of 
photoreceptors [14].  
 

b) Inner part  

 Lens is a transparent elliptic structure that has no blood vessels. Light is refracted by 
the lens and with the help of the cornea images of the external world are focused on 
the light sensitive retina. The image formed by the eye’s lens is much smaller than 
object viewed because light rays are bent when they are brought into focus. 
Furthermore, the image on the retina is inverted (upside-down) and reversed (right-
left). Contraction and relaxation of ciliary muscle changes the size and the shape of 
the lens affecting in this way the refractive properties of the eye and thus enabling 
the vision of distant and near objects.  

 Vitreous body is a clear gelatinous structure that occupies the majority of the eyeball 
and its main role is to maintain the structural integrity of the eye.    

 Anterior and posterior chambers which are filled with aqueous fluid are located 
between the iris and the cornea and between the iris and the lens respectively and 
have as the goal to provide cornea and lens with nourishment.   
 

ii. Visual cortex 
After exiting the retina optic nerves from both the eyes meet and cross at the optic chiasma 
(Figure 3) which is positioned at the base of the hypothalamus of the brain. Because of the optic 
chiasma visual information from the right portions of the visual field are send to the left optic 
tract and visual information from the left portions of the visual field are send to the right optic 
tract. These data are then combined to allow us to see the entire visual field. The optic tracts 
sweep around the hypothalamus and the visual information goes through the lateral geniculate 
nucleus (LGN) of the thalamus to the visual cortex where are processed. Based on the structural 
and functional classification the visual cortex is divided into five different areas (V1 to V5), each 
subsequent area is more specialized than the last. Initially, the visual information reaches the 
primary visual cortex (V1) and then is transcended to deeper layers for higher level processing. 
The processed information from the visual cortex is subsequently sent to other regions of the 
brain to be analyzed and utilized. This process is highly specialized and allows the brain to quickly 
recognize objects and patterns without a significant conscious effort. Characterizing how all of 
these processes function and integrate together remains an active field of research [14, 15].  
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Figure 3: Visual pathways from the retina to the visual cortex. 

 

2.2. Visual acuity and types of visual impairment 
 

Visual acuity is a classical sight parameter that indicates the sharpness or the clarity of vision, 
measured by the ability to discern objects at a given distance according to a fixed standard. 
Typically, measurement of visual acuity is performed using specialized charts. The most common 
of charts are the Snellen and Bailey-Lovie or ETDRS charts [16].  
    Usually, a Snellen chart is comprised of eleven lines of block letters (Figure 4.a). The first line 
consists of one very large letter, in the subsequent lines the number of letters increases whereas 
their size decreases. In order to have the maximum contrast letters are represented as black 
symbols with white background. During the test the patient covers one eye, sits at viewing 
distance of 6m or 20 feet and tries to identify the letters on the chart that are formally known as 
optotypes. At this distance letters subtend an angle of 5 minutes (min) of arc and each letter part 
subtends an angle 1 min of arc. Vision acuity is expressed in terms of Snellen fraction with the 
6/6 or the 20/20 in the US to be considered normal. In the expression 6/x vision, 
the numerator (6) is the distance in meters between the subject and the chart and 
the denominator (x) the distance at which a person with 6/6 acuity (normal’ eyesight) would 
discern the same optotype. Thus, 6/12 means that a person need to approach to a distance of 6 
meters (20ft) to read letters that a person with normal acuity could read at 12 meters (39 ft) [17, 
18]. 
    Alternatively, visual acuity can be tested using Bailey–Lovie charts (Figure 4.b) that overcome 
the most noticeable drawback of Snellen charts that is the variable size and number of letters 
among lines. The chart was initially developed by Drs Ian Bailey and Jan Lovie in 1976 and was 
later modified for use in the Early Treatment Diabetic Retinopathy Study (ETDRS). In this chart 
the number of letters on each line is the same and their size diminishes logarithmically form line 
to line. Visual acuity is scored with reference to the Logarithm of the Minimum Angle of 
Resolution and the chart is also named LogMAR chart. The following equation relates LogMAR 
and Snellen acuity [16, 18].   
 

https://en.wikipedia.org/wiki/Fraction_(mathematics)
https://en.wikipedia.org/wiki/Fraction_(mathematics)
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𝐿𝐴 = log10 (
1

𝑆
)  𝐸𝑞. 1                                                   e.g. 𝐿𝐴 = log10 (

1

20/40
) = 0.3 

  

 
Figure 4:  Visual acuity charts: a) Snellen chart and b) LogMAR chart. 

 

According to the International Classification of Diseases 11 (2018), visual impairment can be 
classified into two groups [6]: 

a) Distance vision impairment  

 Mild – presenting visual acuity worse than 6/12. 

 Moderate – presenting visual acuity worse than 6/18. 

 Severe – presenting visual acuity worse than 6/60. 

 Blindness – presenting visual acuity worse than 3/60. 
b) Near vision impairment: Presenting near visual acuity worse than N6* or M.08 with 

existing correction. 
*N6 is used to characterize the normal near vision with the ‘N’ referring to near and ‘6’ referring to the   

size of the letters.  
 

2.3. Leading causes of visual impairment  
 

Vision impairment is attributed to several diseases, conditions, and injuries that may affect any 
component of the visual system. According to the WHO the main causes for the damage or 
dysfunction of the visual system are the following [6]:  
a) Uncorrected refractive errors undermine the ability of the eye to clearly focus images on 

the retina. Usually, the result of the refractive errors is blurred vision and sometimes can 
lead to visual impairment. According to the WHO refractive errors manifest themselves in 
the following forms [8, 19]:   

 Myopia (nearsightedness): difficulty in seeing distant objects clearly. 

 Hyperopia (farsightedness): difficulty in seeing close objects clearly. 

 Astigmatism: distorted vision resulting from an irregularly curved cornea, the clear 
covering of the eyeball. 

 Presbyopia: which leads to difficulty in reading or seeing at arm's length, it is linked to 
ageing and occurs almost universally. 

a) b)

https://en.wikipedia.org/wiki/Snellen_chart
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The occurrence of refractive errors cannot be prevented, but an eye examination can easily 
diagnose them in early stages. Depending on the amount of the defect, patient’s age and 
occupational requirements, refractive errors are treated with corrective glasses, contact 
lenses or refractive surgery. 
 

b) Cataract is usually related to the ageing process and it is caused due to opacification of the 
lens. As a result of cataract the normal transparency of the lens is lost and the passage of 
the light is impeded. Similarly to the refractor errors cataract cannot be prevented, but can 
be addressed successfully with cataract surgery which has proven to be one of the most cost-
effective healthcare intervention as it offers restoration of the vision acuity to near normal 
levels and substantial improvement in the quality of the life.  

 

c) Age-related macular degeneration (AMD) is manifested in two form ‘wet’ and ‘dry’ with the 
dry form being the most prevalent. This condition involves the loss of the person’s central 
field of vision and it is considered to be the leading cause of blindness in the developed 
countries. Research, suggest a strong link between smoking cigarettes and macular 
degradation as has been found that the risk in smokers can be three to five times higher 
compared to non-smokers. An effective treatment method does not exist as the existing 
treatments are limited to the wet form and can be successful only if the diagnosis is made 
at an early stage.  

 

d) Glaucoma is caused by the damage of the optic nerve and is considered to be the third 
leading cause of blindness worldwide. The main forms of this condition are the primary 
open-angle glaucoma which is more prevalent in whites and Afro-Caribbeans and the 
primary angle-closure glaucoma which is more prevalent in South-East Asia. The risk for 
developing glaucoma is increased due to aging process, genetic predisposition and increased 
intraocular pressure. Glaucoma cannot be prevented but regular eye examination can help 
in early detection and avoidance of visual loss. 

 

e) Diabetic retinopathy is a complication of the diabetes mellitus characterized by the damage 
of retina. The condition is divided into two stages non-proliferative diabetic retinopathy 
(NPDR) in which blood vessels swell and leak and proliferative diabetic retinopathy (PDR) in 
which the process of neovascularization starts (growth of new blood vessels). The detection 
of diabetic retinopathy is done by fundus photography [19, 20].  

 
 

f) Trachoma is an infectious disease caused by bacterium Chlamydia trachomatis. The disease 
is more prevalent in poor countries where lack of hygiene, crowded households, water 
shortage and sanitation facilities offer the ideal environment for the spread of the disease. 
The bacteria can be transmitted from person to person directly or indirectly (flies or clothing) 
and repeated infection can result in permanent blindness [20, 21]. 
 

g) Cornea opacity is an eye disorder that results in clouding of the cornea and it affects the 

passing of the light through the cornea to the retina and eventually leads to a decrease in 

vision acuity. Chances for developing cornea opacity increase due to trauma, infection, 

corneal edema, and corneal dystrophies [22].  
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Figure 5: Chart of Percent of types of blindness 

 

2.4. Brain plasticity and sensory compensation   
Given the fact that about one third of cortical surface is involved in visual functions [23] it is 
important to understand the anatomical and functional changes that happened in the visual 
cortex due to visual loss and the effects that those changes have on the remaining senses. 
    Anecdotal accounts [24] suggest that blind people develop exceptional acuity in their 
remaining senses to compensate for their visual depravation. However, the initial research in this 
field [25, 26] involving animal and human studies indicated that there is a negative impact on the 
remaining senses due to the lack of vision. This idea is based on the fact that vision plays a 
significant role on the calibration of remaining sensory modalities especially those involved in 
spatial perception of the environment such as hearing and touch [27].  
     Despite the fact that the initial findings revealed that visual loss can lead to a detrimental 
effect on the remaining sense, recently a vast body of investigation [28-42] involving the use of 
neuroimaging tools that allow the in-vivo investigation of the brain and more sophisticated 
experimental settings were able to scientifically confirm that some of the remaining senses are 
heightened in blind individuals. The main findings resulting from these studies are reported 
below:  
i.      By employing functioning magnetic resonance imaging (fMRI) techniques scientists were 

able prove the enhanced speech comprehension skills of blind individuals. More 
specifically, studies reported that blind people are able to comprehend ultra-fast speech at 
a rate of up to about 22 syllables per second (syl/s) which is perceived as noise by sighted 
people and exceeds by far the maximum rates (6-8 syl/s) of normal-sighted listeners. During 
the performance of this auditory task the acquire brain images (Figure 6) indicated an 
activation of visuals processing regions of the brain (occipital cortices) in congenital and late 
bind individuals whereas in normal sighted individual the activation where limited or non-
existed. The engagement of visual cortex in non-visual tasks was caused by the remarkable 
ability of the brain to reorganize itself due to its ‘plastic’ properties leading to considerably 
enhanced auditory senses in blind individuals compered to sighted ones. This ability can 
significantly assist blind people to cope with the demands of college or university education 
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as it can enable them to study large amounts of written text using text-to-speech systems 
[29-33].  
 

 
Figure 6: fMRI brain images for bind and sighted subjects during the speech comprehension experiment.  

 

ii.      Findings regarding the existence of superior tactile senses in blind individuals are not 
always consistent. For instance, as presented in recent reviews [23, 33] many studies have 
revealed that tactile perception of blind subjects resembles that of sighted control subjects 
in discriminating orientation, motion and shapes and suggest that any superior ability is 
practice-related. Characteristic is one study [34] conducted on large group of subjects with 
varying degrees of Braille reading experience that tested grating orientation on the index, 
middle and ring finger of both dominant and non-dominant hand and on the lips. Results 
indicated that blind participants demonstrated superior performance than the sighted on 
the finger, but not on the lips and proficient blind Braille readers performed better with the 
preferred reading finger than with the other fingers giving further support to the practice-
related hypothesis. On the other hand, several other studies demonstrate heighted tactile 
performance in blind individuals with one study reporting that the average tactile acuity of 
blind subjects was similar to that of the average sighted subject 23 years younger [35]. The 
main reasons for these discrepancies in the literature seems to be the inter-subject 
variability and the technical challenges of developing an appropriate task that can enable 
an accurate assessment of tactile acuity [33, 35].  

iii.     Studies regarding spatial hearing of blind individuals report a trade-off in their sound 
localization proficiency [33, 36]. For instance, blind individuals have been shown to possess 
superior monaural localization abilities in the horizontal plane, but inferior localization 
abilities in the vertical plane, suggesting that the localization proficiency in one auditory 
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spatial plane comes at the expense of the other. Why this trade-off occurs remains unclear, 
however, possible explanations may be the: 

 The horizontal plane may be more relevant for navigational and way-finding tasks. 

 Lack of visual calibration may be more detrimental in vertical than in horizontal 
sound localization.  

 Localization in the vertical plane relies primarily on spectral notch cues, whereas 
localization in the horizontal plane appears to depend on the analysis of covert 
spectral features. 

    Contradictory results have also be found about the spatial hearing abilities of bind in the 
egocentric (use body or body parts as center of the environment) and allocentric (the center 
is an external object or the environment its self) frames of reference with studies suggesting 
that blind individuals demonstrate spatial hearing deficit when performing tasks that 
require the use of an allocentric frame of reference. Furthermore, investigations concerning 
the auditory depth perception have revealed that blind individuals perform better when 
making relative depth judgments and worse when making absolute distance judgments 
compered to sighted individuals. Usually, blind individuals utilize auditory cues as in the 
case of echolocation to estimate the distance that separate them form the objects [33, 37]. 
A more details analysis about echolocation is presented in the next section.  

iv.    Congenitally blind individuals tend to have a more advanced development of their non-
visuals senses compered to late blind due to the fact that the reorganization and rewiring 
of the brain in more extensive in the early years of life [38, 49]. Evidences obtained with 
late-blind individuals suggest that the plasticity found in adulthood tends to result from 
different neurophysiological mechanisms. For instance, plasticity may be caused by the 
recruitment of existing but unused or masked pathways and not by the creation of new 
networks that are commonly found in early blind individuals [40].   

v.    Lack of vision can act as double-edged sword [41] in blind people as on the one hand can 
provide them with exceptional non-visual senses but at the same time can cause a 
permanent changes in the visual cortex leading impossible restoration of vision in the 
future. The occurrence of these irreversible changes is attributed to the weakening, 
substitution and eventual elimination of synapses dedicated to vision due to the lack of 
visual input [42]. A prime example of these irreversible changes is identified in cases of 
reduced visuals acuity in patients who have undergone cataract removal surgery following 
prolonged periods of visual depravation [39]. 
 

2.5.  Echolocation  
The term echolocation or biosonar was coined in 1944 by Donald Griffin, a zoologist at Harvard 
who studied the outstanding ability of bats to navigate in dark and to locate pray using sound. 
Bats’ echolocation (Figure 7.a) is inaudible to human ears as the emitted signals lie mainly in the 
ultrasonic range (>20Hz). Ultrasonic signals due to the high frequency have short wavelengths 
and therefore can be reflected from small targets such as insects providing information about 
their size, position and direction of movement. The ability of echolocation is present and in 
several other animals such as marine mammals (e.g. dolphins (Figure 7.b.), toothed whales etc.) 
which use echolocation to navigate, detect objects, hunt and communicate [43, 44].  
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Figure 7: Echolocation during hunting: a) Bats and b) Dolphins. 

 

   Similarly to animals, but in limed extend blind humans have also developed echolocation skills 
to navigate and sense objects in their surroundings. Initially, studies that examined echolocation 
in human faced difficulties to fathom the process of echolocation and referred to it as “facial 
vision” or “obstacle sense” because was believed that the detection of obstacles was done by 
pressure changes on the facial skin. Subsequent research revealed that sound and hearing were 
the driving aspects of this phenomenon replacing the notion of facial vision by that of 
echolocation. Reflected sound waves enable blind people to scan the environment and gain great 
deal of information regarding the position, distance, size, shape, material and texture of objects. 
Some skillful echolocetors have a high level of independence in their life as they are able to 
perform more complicated and demanding activities such as hiking, mountain biking and playing 
basketball. Blind humans make use of audible sound that are produced by tapping of the long 
cane, tongue clicking, clapping, footsteps, chips and hisses. Generally, investigations suggest that 
sound that are produced near the ears are the more effective for echolocation of objects with 
the clicks that are produced orally by rapidly moving the tongue in the palatal area behind the 
teeth being the most effective. Regarding the effect that the duration of the sound has on the 
accuracy of echolocation a recent review indicates that there is some discrepancy in studies as 
some suggest that the longer the duration the better the effectiveness while other support the 
opposite view [43, 45-46].   
     Furthermore, various experiments have revealed that sighted individuals can also learn to 
echolocate but their performance is noticeably worse than that of blind individuals. Bind people 
seem to have superior abilities because they relay extensively on echoic information and most of 
visual cortex is recruited for auditory processing. The onset of blindness seems also to play a 
crucial role in echolocation abilities of blind individuals with several studies pointing the fact that 
early-blind individuals possess more enhanced echolocation skills compered to late-blind. In 
addition to the after-mentioned benefits echolocation has also lead the foundation for the 
development of numerous assistive device for the blind providing more spatial awareness and 
safer mobility to blind individuals [43, 47].   
    In conclusion, is clear that echolocation can have a profound effect on blind individuals’ life 
and thus, it is imperative that blind people are encouraged to practice it and the organizations 
that work with the blind add it in their mobility curriculum [48].  
 
 
 
 

a) b)
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2.6. Assistive technologies (ATs) for the VIP 
Over the last decades, the explosion of new and innovative technologies combined with the 
better understanding of human physiology and anatomy have tremendously improved the 
healthcare sector. Undeniably, the development of aids for the VIP that aim at enhancing the life 
quality and ensuring independence in daily task has been one of main focuses of these 
technological advances and thus, as reported in a recent study [49] ATs for blindness and visual 
impairment far outnumber other ATs. Research regarding the ATs [5, 8, 50-51] for VIP have 
mainly focused in three categories: 1) information access, 2) smart city and 3) mobility assistance. 
Each category can be divided in low-tech and high-tech aids, exception are the smart city systems 
which are predominantly high-tech. (Figure 8). As low tech aids are regarded those devices that 
are mostly mechanical and simple in design. In contrast high-tech aids are associated with 
complexity and sophistication in design and contain advanced technological feature.     
 
 

 

                    Figure 8: Main categories and subcategories of assistive technologies for the blind. 
  

2.6.1. Information access 

1. Low-tech aids 
The low-tech information access aids involve tools that enable the access to different types of 
information, including textual information, graphical information such as maps and pictures and 
symbolic representation such as music and mathematics. Traditionally, reading glasses, optical 
magnifiers, reading systems and embossed maps, graphics and pictures are utilized to provide 
VIP with such information, with the reading systems being the most prevalent form of 
information access in totally blind people. The main reading systems are:  
 

i) Braille reading system  
   Braille is raised dot embossed alphabet. It was invented by Louise Braille in the 19th century and 
today is recognize as the international standard writing and reading for the blind and deafblind 
people. Braille who was blind himself created the alphabet as an improvement to the night 
writing which was a tactile military code developed by Charles Barbier in response to Napoleon’s 

Assistive technologies for the blind
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High-tech Low-tech High-tech Low-tech

a) Reading glasses
b) Optical magnifiers 
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demand for a mean for soldiers to communicate silently at night and without light. Alphanumeric 
characters and other symbols are represented by an arrangement of six raised dots (6-dot cell) 
arranged in two vertical columns of three dots each (Figure 9.a.). The presence or absence of 
particular dots marks each character and the possible combinations are 64. The interpretation of 
tactile characters is done using the fingertip as the inter-dot spacing is perfectly adapted to it 
(Figure 9.b). There are two types of Braille encoding [5, 52]:  

 Grade 1: is a simple letter-by-letter transcription of text used for basic literacy. 

 Grade 2: employs contractions in which one character represents several letters and is used 
usually advanced readers.  

   Despite the fact that the Braille reading system has greatly benefit blind people, it is important 
to mention that literacy rate among blind people is quite low especially among late-blind. The 
reasons for this are mainly attributed to the following factors [53]:  

 Time consuming process.  

 Decline in tactual acuity in older age. 

 Higher demand for short-term memory.  

 Lack of motivation. 
 

 
Figure 9: a) Letters in Braille, b) A blind person reading Braille. 

 

ii) Moon reading system 
   The second reading system is Moon (Figure 10) which was develop 1847 by Dr William Moon. 
The main advantage of Moon is that letters are similar to ordinary letters and therefore can be 
learned easier by people who have previously read visually. However, Moon is not popular due 
to the fact that writing in Moon occupies a lot of space compered to Braille, thus leading to a 
significant increase in the production cost of books [8].  
     

a) b)
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Figure 10: Moon alphabet.  

 

2. High-tech aids 
High-tech devices are aimed at overcoming the accessibility barriers in education, employment 
and recreational activities. In effort to accomplish this goal cutting-edge science and technology 
are incorporated in tools dedicated to support VIP in accessing information and communication 
technologies such as televisions, computers, the internet, telephones and smartphones.  Based 
on their working principles and severity of visual impairment of the people that they serve high-
tech tools are categorized in: 
 

i) Tools for partially blind  
Usually, these type of tools are represented by the electronic alternatives to optical magnifiers 
the portable electronic vision enhancement systems (p-EVES) (Figure 11) which initially were 
termed as closed-circuit televisions (CCTVs) because of the direct cable link between the camera, 
imaging system and monitor viewing system. Similarly, to optical magnifiers their main goal to 
maximize the remaining sight. However, in comparison to optical magnifiers p-EVES seem to 
demonstrate numerous advantages such as greater magnification, binocular viewing, longer 
duration of reading, more natural working distance, which in turn leads to better posture, 
reduced aberration, and image manipulation (contrasts reversal or enhancement, introduction 
of artificial color etc.). Despite the aforementioned advantages there is plenty of room for 
improvements in order to overcome some key shortcomings associated with the cost and the  
longer-term performance [8, 49,54-55].  
 

 
Figure 11: Comparison of a p-EVES (left) with a optical magnifier. 



Assistive devices for visually impaired people 

 

17 

 

ii) Tools for totally blind 
The main working principle of these tools is based on the conversion visual information into 
tactile and audio form. The most popular of them are [49, 50]:  

 Advanced Braille tools e.g. Braille printer, Braille computer interfaces such as Braille 
mouse, keyboard and monitor, Braille refreshable display (Figure 12) Braille note-taker, 
Text-to-Braille translation software, Braille training software etc. 

 Text-to-speech readers e.g. audiobooks. 

 Portable reading devices.  

 Voice recognition software e.g. voice command for mobile phones.  
 

 
Figure 12: Braille refreshable display. 

 

iii) Apps for blind and visually impaired people [49, 50] 

 Magnification apps, which utilize the phone camera as a magnifying glass.  

 Color detection apps, which use the camera to identify and speak the name of the color 
of an item. 

 Money identification apps, which use the camera to identify the value of a note.  

 Object identification apps, which use the camera to identify objects, also by reading 
labels and barcodes. 

 Mobile apps that help disable people to use the public transportation.  

 Crowdsourcing apps such as “Be My Eyes” which enable sighted individuals to help 
visually impaired people via web-based platforms. Usually, photos taken by blind people 
are send among anonymous web volunteers who describe what they see.  

 Location and GPS apps such as Seeing Eye GPS or BlindSquare tailored to the needs of 
blind people. 

 Braille apps, which teach Braille and allow typing Braille on the touchscreen. 
 

2.6.2. Smart city 
Recent advances in the network infrastructure along with the invention of smartphones and 
continuous evolution in areas such as Internet of Things (IoT), cloud computing, Artificial 
intelligences (AI) and robotics have created a fertile ground for development of smart cities that 
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harness these technologies to empower VIP. Development of smart cities regarding VIP has been 
focused on three main areas [50, 56]: 
  

i) Independent shopping  
Shopping centers present an enormous challenge to VIP. In order to facilitate independent 
shopping various devices that leverage Radio Frequency Identification (RFID) technology are 
created to assist VIP in navigation of stores and identification of products. In the context of 
general shopping scenario (Figure 13) RFID tags are attached on the store’s floor and on products 
and communicate via radio waves with a RFID reader embedded in the tip of white cane, which 
is connected via Bluetooth to blind person’s smartphone that act as control station. Verbal 
instruction provided by headphone connected to the smartphone are used to guide blind person 
within the store. Moreover, information regarding products are transferred from RFID tags to the 
smartphone which forwards it to the RFID server. Finally, these information return to the 
smartphone and are announced in form of voice messages to the blind person.   
 

 
Figure 13: Shopping scenario.  

 

ii) Transportation system   
Another important features of smart cities is the development of a smart transportation system 

which will mitigate the challenges that VIP face when accessing public transportations means. 

Smart solution regarding public transportation has been focused on the development of systems 

that can help VIP to identify bus stops, be notified about bus arrivals and be guided towards 

vacant seats. Furthermore, another area that is gaining more and more ground is the design of 

self-driving cars that take in consideration the needs of VIP .The most noticeable examples are 

Google’s self-driving car and Tesla’s self – driving and collision detection system.  
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iii) Smart homes  
Smart homes as a vital part of smart cities need also to be equipped with smart solution for the 
VIP. The primary purpose of smart homes is to safeguard users’ well-being and to provide a higher 
degree of independence through the use of intelligent technologies that are able to provide 
health monitoring and remote control of household appliances.  
     Throughout the years various systems have been proposed, some of the noticeable works that 
have been a source of inspiration for the development of our home assistance system are 
presented in [50] and [56]. Usually such systems utilizes various sensors and actuators that are 
embedded within the home environment, goods and appliances. For instance, various sensors 
can be distributed around the home to keep track of various parameters such as water leakages, 
fire, people’s presence, temperature etc. Information from the sensors are accumulated on local 
or cloud-based server where are processed and checked if a rule violation occurs. In case of a 
violation an appropriate actuator is triggered. Smart switches and motors can be implemented 
to remotely control of lights, windows, doors and kitchen appliances. Moreover, a master-slave 
RFID architecture (Figure 14) can be employed to keep track and control of washing machine, 
fridge and oven. For instance, regarding the fridge, RFID tags attached to food items contain 
information about their nutritional values and these information can be accessed by the slave 
readers in the fridge which can forward them to master reader in the kitchen to suggest cooking 
recipes based on resident’s preference and health condition. Regarding the healthcare of VIP 
smart devices can be used to identify medication and to read aloud prescription labels and also 
various wearable sensor such as smart ECG vests can be implemented to monitor vital signs.  
 

 
Figure 14: Smart home Scenario.  
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Challenges in development of smart cities  
Despite the enormous efforts in development of sophisticated smart cities there are plenty of 
issues that need to be addressed. These issue concern mainly the safety and the privacy of users 
and the increased vulnerability to cyber-attacks.  

 

2.6.3. Mobility aid 

1. Low-tech aids  
This category involve traditional navigation tools used by the blind people to navigate their 
surrounding environment. The most popular of them are white canes and guiding dogs. 
 
 

 

i) White cane 
The cane or walking stick (Figure 15) has been used for centuries as tool for the mobility of blind 
people, however its usage has become prevalent only after the Second World War. A blind person 
use the walking stick to avoid the nearby obstacle in front of him/hers by waving it from side to 
side. The main requirements regarding its basic features are the following [8]:  

 The cane should be intuitive in use, cost-effective and maintenance free.  

 The color of the cane should be white in order to indicate that the user has poor sight. 

 The construction should be lightweight in order to be carried effortlessly but should have 
sufficient weight to withstand the breeze.  

 The cane needs to be durable in order to withstand the pressure produced by the contact 
with the ground or objects.  

 The length of the cane should be 1.0-1.5m in order to act as an extension of the user’s 
arm and thus, to enable a preview of the ground for about 1m in front of him. 

 The cane should conduct vibrations in order to transmit information to the user about the 
location and texture of objects.   

 Lastly, the cane needs to provide auditory information (echolocation cues) that help the 
user to create a better understanding of the path ahead.  
 

 
Figure 15: A blind person using a white cane. 
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ii) Guiding dog 
Along with the white canes traditionally guiding dogs (Figure 16) are used to assist blind people 
in the daily locomotion routine. Similarly to white canes the use of guiding dogs as mobility aids 
dates back in antiquity. The guiding dog and its owner need to be appropriately trained by 
experienced professionals and usually Labradors and German shepherds breeds are trained to 
become guiding dogs. The dogs is able to guide the blind person safely by avoiding possible 
obstacles and slowing down when the walking surface become rough or dangerous. Moreover, 
the guiding dog can obey commands and thus can help the human companion to find the 
entrance or exit of a building [8]. 
 

 
Figure 16: Guiding dog in action in an urban environment. 

 
 

Main drawbacks of white cane and guiding dog [2, 8, 57] 
Despite the help that white canes and guiding dogs offer to blind people they are often associated 
with numerous drawbacks that limit their performance and put blind people to great danger. The 
main drawbacks are listed below:  

 White canes can detect obstacles within a short range about 1.5m, which may increase 
the risk of tripping or falling and can slow down the movement of the user.  

 Users need extensive training to get comfortable with the device.  

 Walking stick can cause damages to objects and can even hit a person in the way.  

 For example, when the cane is in contact with the ground the hanging objects cannot be 
sensed. 

 Objects above knee level cannot be detected and as a result the blind run in high risk of 
colliding with tree branches, overhanging wires, open windows etc.   

 Guiding dogs and their owners needs to undergone extensive training sessions.  

 Maintaining a trained dog can be very expensive (veterinary bills, food).  

 Trained dogs have limited working life around 5 to 6 years. 

 Blind people are unable to provide the necessary care to another living being.  

 Access to trained dogs is challenging as their population struggle to catch up with the 
increased demand.  
 

2. High-tech aids  
Given the aforementioned shortcomings associated with the use of white canes and guiding dogs 
as mobility assistance tools several other more sophisticated and innovative tools that aim at 
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insuring better safety and independence for blind people are created. Usually, based on their 
working principles they are divided in the following three categories:  

 

i) Vision enhancement 
In addition to reading some types of vision enhancement devices can be used in navigational 
tasks that require near resolution acuity. Similarly to a virtual reality systems in these devices the 
input is provided by a miniature head-mounted camera, the captured visual information is 
processed using an embedded image processing software, the user can adjust the functionality 
via handheld controller that is connected to the eyewear by an external wire and finally the 
output is presented on a head-mounted visual display. A prime example of vision enhancement 
devices is the eSight Eyewear (Figure 17) which has received approval by numerous organization 
and was launched commercially in 2013 and by March 2018 had more than 2000 partially sighted 
users [58, 59]. 
 

 
Figure 17: eSight Eyewear (glasses and manual controller). 

 

ii) Vision restoration  
Vision restoration is a treatment option for blindness which came as a result of efforts to find 
methods to restore the sight in individuals suffering from unavoidable blinding conditions such 
as retinitis pigmentosa (RP) and age-related macular degeneration (AMD) which degenerate 
significantly the retinal photoreceptors and block the normal flow of signals along the visual 
pathways [60]. Vision restoration involves the development of implantable electronic visual 
prosthesis (Figure 18) which aim at reactivation of visual sensation by electrically stimulating any 
part of the visual pathways. In order to create a neural stimulation micro-photodiodes or 
microelectrodes arrays are placed closely to the targeted neural cells beyond the damaged site. 
Usually, prosthetic device can be implanted in the visual cortex, on the lateral geniculate nucleus 
(LGN)), on the optic nerve or at the retina and based on the selected location the approaches for 
the development of visual prosthesis vary [61]. 
      Regardless of the approach each devices consist of an external unit which includes a pair of 
glasses with a mounted camera that receive the visual information, a processing device that 
transform the received signals into electrical stimulation that then are send to the internal unit 
which is comprised of multiple microelectrodes that are located at the targeted part of visual 
pathways [61]. According to Mill et al. 2017 there are currently five retinal device that are 
approved or still in per-commercial development stages with the Argus II Retinal Prosthesis 
System and the Alpha IMSg Retina Implant AG being the most promising. At present the success 
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of visual prosthetic devices has been very limited as their resolution is low due to the fact that 
they allow only the perception of spots of light and high contrast edges and thus the recognition 
and location objects is not feasible. Characteristic is the fact that the best visual acuities in ARGUS 
II and Alpha IMS clinical trials were 20/1260 and 20/546 respectively, which is far away from the 
visual acuity which is required to recognize shapes, objects and letters. In addition to the low 
resolution visual prosthesis are faced with numerous other challenges associated mainly with the 
complexity of surgical procedure, the high cost, and the biocompatibility and long-term viability 
of stimulating electrodes. Despite all these challenges, thanks to the relentless efforts from 
several research groups around the world the field visual prosthesis will gain further ground and 
eventually will optimize and adapt to satisfy the needs and desires of blind individuals [60-62].  
 

 
Figure 18: Fundus picture of a patient with a subretinal implant.  

 

iii) Vision substitution 
Vision substitution devices assist blind individuals to navigate their path by exploiting nonvisual 
senses such as hearing or touch or a combination of them. According to [50, 59, 63] vision 
substitution devices are dived in three subcategories:  

a) Electronic travel aids (ETAs): These are devices that receive information about the 
environment using various obstacle detection sensors and transfer them to the user 
through nonvisual senses. Usually, ETAs collect information from the surrounding 
environment via either laser scanners, cameras, infrared sensors or ultrasonic sensors and 
inform the user using auditory or tactile feedback or both and can be placed in different 
body areas such as fingers, hands, wrist, abdomen, chest, feet, tongue, ear etc. 

b) Electronic orientation aids (EOAs): These are devices that provide blind people with 
direction during the travel. 

c) Position locator devices (PLDs): These are devices that use GPS technology to determine 
the location of its holder.  
 

2.6.4. Obstacle detection sensors embedded in ETAs. 
Obstacle detection sensors are able to determine the proximity of obstacles without any physical 
contact. The most popular of them are the ultrasonic sensor, infrared (IR) sensor and laser range 
finder. Each sensor has its unique characteristic and working principles and the selection of the 
most suitable depends on features such as measurement range, accuracy, cost, weight, size and 
energy consumption. To provide some guideline is the selection of the right sensor a comparison 
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of their working principles, advantages and disadvantages is presented in the following 
paragraphs [64-65]. 
 

a) Ultrasonic sensors: The ultrasonic sensors (Figure 19) emit high-frequency (>20 kHz) sound 
waves which are beyond human hearing capabilities to sense the distance to objects. The 
emitted sound waves are reflected back when come in contact with objects and the time 
between emission and reception is used to measure the distance. Ultrasonic sensors are 
cost-effective and have long measurement ranges. Experimental results suggest that the 
detection accuracy of ultrasonic sensors is not affected by factors such as dust, smoke, 
lighting condition and also the material and color of the object. Moreover, they can 
successfully detect transparent objects such as glass and water that are invisible for light-
based sensors. However, ultrasonic sensors face difficulties in detecting objects that have 
mirror like surfaces and are sensitive to parameters such as ambient noise, temperature and 
humidity which cause changes in the velocity of ultrasonic wave.    

 

 
Figure 19: Working principle of ultrasonic sensor. 

 

b) Infrared (IR) sensor: The IR sensor (Figure 20.a) works based on the principle of 
triangulation; measuring the distance based on the angle of the reflected beam. The sensor 
is comprised of a LED that act like an IR source and emits beams of light with a wavelength 
in the range of 760nm. Once the beams hit an object are reflected back and are detected by 
the IR detector which is a photodiode. An illustration of the working principle is provided 
bellow (Figure 20.b).  
 

 
Figure 20: a) IR distance sensor b) Working principle 

 

a b
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IR sensors are inexpensive and provide a high resolution with quicker response time 
compared to ultrasonic sensors as the speed of the light is much quicker than sound. In 
addition, are small in size and in contrast to ultrasonic sensors are able measure the distance 
of objects that have complex surfaces.  However, IR sensors have a limited detection range 
(<80cm) and struggle to detect objects with transparent and not flat surface. The readings 
of the sensor are affected by the ambient light and object’s color and also the sensor must 
be pointed directly to the object as the beam is very thin.  

 

c) Laser: Similarly to IR sensors laser sensors (Figure 21) work also based on the triangulation 
principle, but they use laser light instead. Laser sensors exhibit higher detection accuracy 
and larger measurement range (up to 30 meter) than ultrasonic sensors or IR sensors. 
Furthermore, they are suitable for fast-moving objects as they have a quick response and 
also due to low energy consumption can be used in application that require long term usage 
However, due to advanced electronics they cost is substantially higher and similarly to IR 
sensors cannot detect all types of materials. Moreover, the visible light of laser sensors can 
be disturbing to some people in crowded environments.  
 

 
Figure 21: Laser distance sensor.  

 

2.6.5. Recent mobility aid devices 
Below are briefly presented some of the most representative works in the field of mobility aid an 
devices which have been a source of inspiration for our designs.  
      Wahab et al. [66] present the development of a cane named Smart Cane that is able to detect 
obstacles in front of the user and alert him/her through voice messages and vibration. Smart 
Cane (Figure 22) is a portable device that consist of ultrasonic sensors used to detect objects, 
microcontroller used for information processing, vibrator motor and buzzer used for user 
warning and water sensors that detect the presence of water. According to the authors the 
device has successfully passed the test that underwent and thus can accurately detect objects 
and provide the necessary feedback. In addition, it is recommend that future designs need to 
include a power supply meter for the monitoring of power status and a buzzer timer to specify 
the duration of the period that the buzzer is activated. 
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Figure 22: Smart cane prototype.  

 

Garcia et al. [67] have developed the Electronic Long Cane (Figure 23) a device that detects 
physical barriers above waistline based on echo detection and gives tactile feedback in the form 
of vibration. The frequency of tactile feedback increases as the distance from the obstacle 
decrease. The device has an ergonomic design and it is portable. An electronic circuit is 
embedded in the cane and consist of ultrasonic sensor that act as obstacle detector, 
microcontroller, vibrator and 9 Volt battery. Tests revealed that the device can efficiently detect 
objects above waistline but lack orientation function.  
 

 
Figure 23: Electronic Long Cane. 

 

Kamaludin et al. [68] present an affordable hand-mounted device (Figure 25) that can improve 
the mobility of VIP. The casing of the device was created using a 3D printer and the device consist 
of the two ultrasonic sensors, two servo motors, two buzzers, a microcontroller (Arduino Pro 
Mini) powered by a Lithium Polymer (LiPo) rechargeable battery and an external 5V voltage 
regulator that adjust the voltage from the battery to 5V. The positive feedback from the majority 
of volunteers that participated in the tests indicate that the device have achieved its goals in 
some degree.  
 

 
Figure 24: Hand-mounted device.  
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Mekala et al. [69] present a lightweight wearable glove (Figure 26) to aid VIP. The device consist 
of microcontroller (Arduino), 9-volt battery, ultrasonic sensors, IR sensor, vibration motor and 
Bluetooth module. Ultrasonic sensors are placed on the right and left side of the glove so that 
the user can detect obstacles from both left and right directions. The signal from the ultrasonic 
sensors is send to vibrator motors attached to each finger and the intensity of vibration indicates 
how far or near the objects are. Moreover, the device can help blind people to identify the shapes 
of printed objects both black and white or grayscale. To achieve this IR sensors are placed at the 
tip of the four fingers and when the fingers are moved over a dark surface the reflected infrared 
rays activate the vibrating motor of corresponding finger, whereas no vibration is felt when the 
rays are reflected form the white surface. A Bluetooth module can be connected to the Arduino 
microcontroller in order to switch modes using mobile apps. Regarding future improvements the 
authors suggest the addition of waterproof cover and more operating modes.  
 

 
Figure 25: Wearable glove for the blind.  

 

Jones et al. [70] from MIT present a tactile display embedded in vest that is placed around the 
lower back (Figure 27). The device is hands free and the tactile display consists of a 4 × 4 array of 
vibrating motors that are wirelessly controlled. The motors for the display were carefully selected 
to be small, lightweight, robust and safe to worn on the body. The conducted experiment 
revealed that the users could recognize the tactile patterns with almost perfect accuracy.  
 

 
Figure 26: Tactile vest for the blind.  
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Chapter 3: Hardware and software analysis 
 

This chapter is divided in two main sections. The first section involves the mobility aid system and 
the other the smart home assistance system. Each section is accompanied by an overall block 
diagram of the proposed system and a detailed description of the utilized hardware and software.  
 

3.1. Mobility aid system 
 

3.1.1. System Architecture and working principles  

The proposed mobility aid system consist of four main parts, namely, control unit, obstacle 
detection unit, alarm unit and power supply, which are integrated as shown in Figure 27. In next 
section, we detail each of these parts. 
    The system is designed to be wearable in form of a wrist or hand mounded glove embedded 
with two ultrasonic sensors (US) that measure the distance from nearby obstacles. The S1 sensor 
is used to detect the obstacles that are in front of the user from the leg to the chest region and 
the other sensor (S2) aims at detecting obstacles at head region. The US sensors transmit 
ultrasonic waves which get reflected once they reach an object. The reflected signal (echo) is 
detected by the US sensors which are connected to the Arduino Nano. Then, the Arduino 
calculate the distance from the object by evaluating how long it takes for the echo to return to 
the sensor. If the obstacle is not with a predefined distance the circuit does not trigger an action. 
If the feedback signal indicates that the obstacle is within detection range the user is alerted 
through two beeping sounds of different intensity, depending on the sensor that makes the 
detection. The low intensity beeping sound is triggered when the S1 sensor detects an object 
whereas the high intensity beeping sound is produced when the detection is made from the S2 
sensor.  

 

 
Figure 27: Block diagram of mobility aid system. 

 

3.1.2. Hardware selection 

The selection of the electronic components incorporated in our design was made by bearing in 

mind the objectives discussed in Section 1.3. 

 

Control unit 
(Arduino Nano)

Power supply
(9V battery)

Obstacle detection unit 
(2 Ultrasonic sensors)

Alarm unit
(2 Buzzers)
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i) Control unit 
The whole system is commanded by an Arduino Nano (Figure 28) which is a small, compatible 
and breadboard friendly board based on ATmega328 microcontroller with functionalities similar 
to that of the Arduino Uno. However, in contrast to UNO board it lacks the DC power jack and 
works with Mini-B USB cable instead of a standard one. Furthermore, the UNO board is available 
in PDIP (Plastic Dual-In-line Package) form with 30 pins and the Nano is available in TQFP (plastic 
quad flat pack) with 32 pins. The extra 2 pins of Nano board serve for the ADC functionalities, 
while UNO has 6 ADC ports but Nano has 8 ADC ports. Given its small size and flexibility can be 
easily integrated into wide range of applications where the size electronic components is of great 
concern such as wearable devices, robotics etc. Below (Table 1) are outlined its main 
specifications [71-72].  
 

 
Figure 28: Arduino Nano Pinout Description. 

 
 

  Table 1: Arduino Nano specifications 
 

Software Arduino IDE 

Microcontroller ATmega328 

Operating Voltage 5V 

Input Voltage (recommended) 7 – 12 V 

Input Voltage (limit) 6 – 20 V 

Digital I/O Pins 14 

PWM Digital I/O Pins 6 

Analog Input Pins 6 (A0-A5) 

DC Current per I/O Pin 40 mA 

DC Current on 3.3V Pin 50 mA 

Flash Memory 32 KB (2KB used by Bootloader) 

Flash Memory for Bootloader 2 KB 

SRAM 2 KB 

EEPROM 1 KB 

Clock Speed 16 MHz 

Communication IIC, SPI, USART 

 
a) Arduino Nano memory features  
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 2KB of SRAM (Static random access memory) is where the variables are created and 
manipulated when the program runs. The SRAM is volatile and will be lost when the 
power is disconnected.  

 32KB of flash memory is where the program is stored. The program is executed from the 
flash memory but it cannot be modified. In order to modify it the program must first be 
copied into SRAM Flash memory. The Flash memory is non-volatile meaning that the 
program remains after the board is powered off. Furthermore, has a finite lifetime of 
about 100,000 write cycles. 

 1KB of EEPROM is the memory space where long-term information are stored. Similar 
to flash memory is non-volatile and it has a finite lifetime of about 100,000 write cycles.  

 External memory: When application require more memory space additional memory 
can be added externally using Mirco SD card in the boards to make them store more 
information. 

 
b) Arduino Nano specials pins and features 

Digital pins: There are 14 I/O digital pins incorporated in the board that allow the connection of 
any external circuit with the board. These pins operate at 5V and can tolerate current of 20mA 
to 40mA. In order to limit the current each pin has an internal pull-up resistor with a resistance 
of 20-50KΩ. Depending on the requirements of the applications pins can be configured as input 
or output and can be either ON or OFF. ON means that are in a HIGH voltage state of 5V and OFF 
they are in a LOW voltage state of 0V. When digital pins are configured as OUTPUT, they are set 
to 0 or 5 Volts. When the digital pins are configured as input, the voltage is supplied from an 
external device. This voltage can vary between 0-5 volts which is converted into digital 
representation (0 or 1) using predefined thresholds. Some of these pins have specific function as 
listed below:  

 Serial Pins 0 (Rx) and 1 (Tx): Rx and Tx pins are used to receive and transmit TTL serial 
data. They are connected with the corresponding ATmega328P USB to TTL serial chip. 

 External Interrupt Pins 2 and 3: These pins can be configured to trigger an interrupt on a 
low value, a rising or falling edge, or a change in value. 

 PWM Pins 3, 5, 6, 9 and 11: These pins provide an 8-bit PWM (Pulse Modulation Mode) 
output. 

 SPI Pins 10 (SS), 11 (MOSI), 12 (MISO) and 13 (SCK): These pins are used for SPI 
communication. 

 In-built LED Pin 13: This pin is connected with a built-in LED. 
Analog pins: The Nano board contains 6 analog pins which are marked as A0 to A5 and are 
capable of reading voltages within the range of 0 to 5 volts. Using the build-in 10-bit resolution 
ADC, analog signals are represented in digital values within the range of 0 to 1023. 
VIN pin:  In addition to the USB port the device can also be powered through the VIN pin using 
voltages between 7 and 20volts.  
5V pin:  Using this pin the UNO can supply the connected external circuits with 5V. 
3.3V pin: it provide the 3.3 volts supply generated by the on-board regulator.    
GND pins.  Ground pins. 
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Reset. The reset pin is incorporated on the board to resets the program running on the board. 
Pushing this pin will clear everything up in the program and starts the program right from the 
beginning.   

 
ii) Obstacle detection unit 

As mentioned in section 2.6.4 the detection of obstacle can be accomplished using various 
sensors.  Based on their distinctive characteristics and limitations was concluded that ultrasonic 
sensor is the more suitable option for our application as it offers the best cost-performance ratio 
and meets successfully the objectives set in section 1.3. The HC-SR04 ultrasonic sensor (Figure 
29.a)   that is utilized in our mobility aid device uses an oscillator to generate 40 kHz ultrasonic 
sounds and can both transmit and receive ultrasounds as the transmitter and receiver are 
embedded together in a single unit. Both the transmitter and the receiver are made of 
piezoelectric crystals (Figure 29.b). When electric energy is applied on the transmitter 
piezoelectric crystals convert electrical signals into ultrasounds whereas when ultrasounds are 
reflected back and come in contact with the piezoelectric crystals of the receiver the ultrasounds 
are converted into electrical signals.  
     The HC-SR04 sensor is traditionally used as proximity sensor. For instance, is often utilized in 
car parking and robot navigation technology. In addition, it can also be used as level sensor in 
liquid detection, monitoring and regulation application [73].  

 

HC-SR04 sensor specifications and pins description 

 VCC  Power supply connection (5 Volt). 

 GND Ground pin. 

 Trig  Triggering Input Pin. 10uS TTL Pulses  

 Echo This pin produces a pulse when the reflected signal is received. The pulse is 
proportional to the distance.   

 

                             
Figure 29: a) HC-SR04 ultrasonic sensor description, b) Construction of ultrasonic sensor  

 

Table 2: HC-SR04 specifications 
 

Electrical parameters Value 

Operating Voltage 3.3Vdc ~ 5Vdc 

Quiescent Current <2mA 

Operating Current 15mA 

Operating Frequency 40KHz 
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Operating Range 2cm ~ 400cm ( 1in ~ 13ft) 

Sensitivity -65dB min 

Sound Pressure 112dB 

Effective Angle 15° 

Connector 4-pins header with 2.54mm pitch 

Dimension 45mm x 20mm x 15mm 

Weight 9g 
 

Sensor operation using timing diagram 
 Initially, in order to generate ultrasounds the Trig pin needs to be set high. To achieve this 

a 5 Volt pulse of at least 10 µS (10 microseconds) in duration is applied to the Trigger pin 
(Figure 30).  

 In response to the applied pulse the sensor will transmit a sonic burst of eight pulses at 40 
kHz and will wait for the reflected ultrasonic burst. This 8-pulse pattern makes the 
“ultrasonic signature” from the device unique, allowing the receiver to discriminate 
between the transmitted pattern and the ultrasonic background noise. 

 If no obstacles are encountered within the range of the sensor, pulses will not be reflected 
back and the Echo signal will timeout after 38 ms (38 milliseconds) and will return low. 

  

 
Figure 30: Timing diagram in the case of no obstacle detection.   

 

 If pulses are reflected back the Echo pin goes low as soon as the signal is received. This 
produces a pulse whose width varies between 150 µsec to 25 msec, depending upon the 
time it took for the signal to be received (Figure 31). 

 

 
Και   
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Figure 31: Timing diagram in the case of obstacle detection. 

 

Using the width of the received pulse the distance to the reflected object can be calculated. 
Given that the pulse indicates the time between the emission and reception of the sound the 
distance can be calculated by dividing the result in half. Therefore the distance can be calculated 
using the following equation:  

 

𝐷 =
𝑇 ∙ 𝐶

2
  𝐸𝑞. 2 

 

where D is the distance, T is the time between the emission and reception, and C is the sonic 
speed  (340 m/s or 0,034cm/μs). 
 

iii) Alarm unit 
In our application two buzzers (Figure 32) are used to alert blind people when the ultrasonic 
sensors detect any obstacle. A buzzer is an audio signaling device that may work based on 
mechanical, electromechanically or piezoelectric principles. The piezoelectric buzzer can be 
easily used on breadboard as it has a compact 2-pin structure. At the heart of the buzzer is the 
piezoelectric audio transducers which is composed of piezoelectric ceramic element in 
conjunction with a metal plate. The generation of the beeping sound is based on the reverse 
piezoelectric effect. More specifically, when current is applied to the buzzer the metal plate 
vibrates due to the expiation and contraction of the element, resulting in production of an 
audible sound [74].  
 

 
                            Figure 32: Piezoelectric buzzer: a) external structure b) Internal structure 

 

iv) Power supply 
The prototype is powered using a 9Volt non-rechargeable battery (Figure 33.a) which is attached 
to the Arduino board using a cable connector (Figure 33.b).  

  
 

a) b)
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Figure 33: a) 9Volt Battery, b) Cable connector. 

 

3.1.3. Software  

a) Arduino IDE 
The Arduino Nano is programmed in C/C++ language using the Arduino IDE software (Integrated 
Development Environment) which is compatible with common operating systems such as Linux, 
Windows, and MAX. The Arduino IDE can be downloaded freely from the official Arduino website: 
http://arduino.cc/en/Main/Software. Detailed instructions regarding its installation can be found 
in the following site: http://arduino.cc/en/Guide/HomePage. The main parts of the Arduuino IDE 
are presented below (Figure 34) 
 

 
Figure 34: Main parts of Arduino IDE.  

a) b)

http://arduino.cc/en/Main/Software
http://arduino.cc/en/Guide/HomePage
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In order to upload the code to the Arduino board we need initially to connect it to a computer 
via an USB cable, then we need to make some adjustments. The first step involves the selection 
of the type of the board that we are using. The second step involves the selection of our 
computer's serial port to each the board is connected.  
Arduino code is referred as sketch and is comprised of three main parts:   

 Variable declaration section: In this part of the sketch are declared variables and they 
type. 

 Setup () function: The setup () function is used to in initialize the variables, state of pins, 
classes etc. It runs only once, after each power up or reset of the Arduino board. 

 Loop () function: The code written in the loop () function is executed repeatedly until the 
Arduino is switched off or reset.  

 
b) Code analyses 

 

const int trigPin1=3; 
const int echoPin1=4; 
const int trigPin2=7; 
const int echoPin2=6; 
const int Buzzer1 = 2; 
const int Buzzer2 = 8; 
int, distance1; distance2; 
long duration1; duration2,; 

 

In the first lines of our Arduino sketch we declare all the variables that are used in our code. 

Initially, we define the name and the type of each variable and then we declare in which pin of 

the Arduino Nano are connected the two buzzers and also the Trig and Echo pin of each ultrasonic 

sensor. Regarding the type of the variable the majority of them are referred as int which stands 

for integer that is a whole number. The int variables use just two bytes of data for each number 

stored from the 1024 available bytes of storage on Arduino. Only variables duration1 and 

duration2 are characterized as long which is used for variable that store 32bits (4bytes). 

Furthermore, in some variables we notice the use of the word const which stands for constant 

and indicates that value of the variable cannot be changed.  

void setup() { 
 

  pinMode (trigPin1, OUTPUT); // Set the tringPin1  as output 
  pinMode (echoPin1, INPUT); // Set the EchoPin1  as input 
  pinMode (trigPin2, OUTPUT); // Set the tringPin2  as output 
  pinMode (echoPin2, INPUT); // Set the EchoPin2  as input 
  pinMode (Buzzer1, OUTPUT); // Set the Buzzer1  as output 
 pinMode (Buzzer2, OUTPUT);  // Set the Buzzer2  as output 
  Serial.begin (9600); // Start the serial communication  
 

} 
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In the second part of the code we have the setup () function which starts with the keyword void 
that indicates that the function does not return information to the function from which it was 
called. Moreover, we notice that the setup function uses two types of brackets with a different 
purpose each:  

 Curly brackets {} are used to show the start and the end of the function. 

 Normal bracket () are used for additional parameters. The setup function does not take 
any additional parameter, so is left empty.  

Next, in the setup function we declare the mode of the digital pins. Depending on the function 
that we want to achieve digital pins can be used as INPUT or OUTPUT. In order to accomplish this 
we utilize the pinMode function which has the following syntax:  pinMode (Pin, Mode); 

 Pin: Arduino pin on which we wish to set the mode. 

 Mode: INPUT, OUTPUT or INTUT_PULLUP 
The two buzzers and the Trig pin of each ultrasonic sensor are configured to behave as output 
whereas the Echo pins of ultrasonic sensors set as an input. When a pin is configured as INPUT is 
set in high-impedance state and makes small demands on the circuit that it is sampling. This 
means that it takes very little current to move the input pin from one state to another and makes 
it useful for such tasks as reading information coming into the board, in our case reading pulses 
received from the Echo pin of the obstacle detection sensor. In contrast when a pin is configured 
as OUTPUT is said to be in a low-impedance state that enable it to supply a substantial amount 
of current (up tp 40mA) to other circuits. In our case this current is applied on the Trig pin in order 
to initiate the generation of ultrasonic sound waves and also is applied on the buzzer to trigger 
an alarm.  
   Furthermore, in the above lines of code we can notice the use of function Serial.begin (9600) 
which is used to print the acquired results to the Arduino IDE’s Serial Monitor so we can view 
Arduino’s output on the screen and debug if a false alarm is triggered. The number 9600 in 
parentheses indicates the speed of serial data transmission which is measures in bits per second 
(baud). 
   Lastly, the two slashes (//) that are seen in our code indicate the use of comments that can help 
in the better understanding of the code.  
 

void firstsensor() { // Loop function for the first sensor. 
  // Clears the trigPin1 
    digitalWrite(trigPin1, LOW); 
  digitalWrite (trigPin1, HIGH); 
  delayMicroseconds (10); 
  digitalWrite (trigPin1, LOW); 
  duration1 = pulseIn (echoPin1, HIGH); 
  distance1 = duration1 * 0.034 / 2; 
 digitalWrite(Buzzer1, LOW); 
 
      Serial.print("1st Sensor: "); 
      Serial.print(distance1);  
      Serial.print("cm    "); 
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  if (distance1 < 100) {  // check the distance for the in front obstacle  
    digitalWrite (Buzzer1, HIGH); 
  } else { 
    digitalWrite(Buzzer1, LOW); 
  }    
} 
 
void secondsensor(){ // This function is for second sensor. 
    // Clears the trigPin2 
    digitalWrite(trigPin2, LOW); 
    digitalWrite (trigPin2, HIGH); 
    delayMicroseconds (10); 
    digitalWrite (trigPin2, LOW); 
    duration2 = pulseIn (echoPin2, HIGH); 
  distance2 = duration2 * 0.034 / 2; 
  digitalWrite(Buzzer2, LOW); 
      Serial.print("2nd Sensor: "); 
      Serial.print(distance2);  
      Serial.print("cm    "); 
   
    if (distance2 < 70) { // check the distance for the overhanging obstacle 
    digitalWrite(Buzzer2, HIGH); 
  } else { 
    digitalWrite (Buzzer2, LOW); 
    }    
} 
 

 

After performing the tasks included in the setup function we continue with the third part of our 
code in which we have the firstsensor function and secondsensor function for each ultrasonic 
respectively. At the beginning of each function we clear the Tring pin of each sensor by setting it 
on LOW state for 2 μs. The 2 μs delay is achieved using the delayMicroseconds () function.  In 
order to drive the tringPin1 and tringPin2 in LOW state we utilize the digitalWrite function that 
can set digital pins HIGH by sending 5V or LOW by sending 0V.  
    Using the same function we trigger the generation of ultrasounds by setting Trig pins in HIGH 
state for 10 μs. Next, the distance from the detected obstacles is calculated by initially reading 
the travel time of generated ultrasounds. The travel time is assigned to variables duration1 and 
durations2 and is acquired using the pulseIn () function which takes two parameters the first is 
name of Echo pin and second is the state HIGH or LOW. In our case the state of the pin is HIGH 
which means that the function it will start timing after the pin has gone from LOW to HIGH state, 
then it will wait for the pin to go LOW when the sound wave will end which will stop the timing. 
The pulseIn () function returns the length of the pulse in microseconds and the distance can be 
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estimated utilizing the Eq.2 in which the duration is multiplied by 0,034cm/μs and divided it by 
2. Finally, the value of the distance in centimeters is printed on Serial Monitor.   
    Once the value of the distance is calculated for each sensor the code checks if obstacles are 
within a predefined distance. The threshold distance for each sensor is decided based on human 
walking speed which is 4km/h=1m/s. According to experimental results presented in related 
works [75], the threshold distance need to be more than 1m in order to ensure the safety of blind 
people while using the navigation tool. Therefore, the threshold distance for both sensors is set 
to be 1.5m. When the measured distance becomes less than the threshold each sensor activates 
a different alarm in order to inform the user about the height in which the obstacle is 
encountered. Thus, the S1 sensor that is responsible for the detection of obstacles from ground 
level to chest level triggers the activation of the low intensity buzzer when the distance becomes 
less than the threshold. In contrast, the S2 sensor that is responsible for the detection of 
obstacles around the head region activates the high intensity buzzer when the distance becomes 
less than the threshold. The two buzzers are switched on by using digitalWrite(Buzzer1, HIGH) 
and digitalWrite(Buzzer2, HIGH).  
 

void loop() { 
 

Serial.println("\n"); 
firstsensor(); 
secondsensor(); 
delay(100); 
 

} 
 

The last part of the code involves the use of void loop () function which is used to help the 
sensors’ functions run repeatedly, so we can measure the obstacle person distance as it changes 
continuously.    
 

3.2. Home assistance system 

3.2.1. System Architecture and working principles  
The home assistance system (Figure 35) consist of two parts, the voice notification device and 
the voice control device. The voice notification device aims at notifying the blind person about in 
which room is at the moment, the overcoming of specific threshold in the home temperature 
and the detection of fire in home. The detection these parameters is accomplished using various 
sensors that are incorporated the detection unit such as ultrasound sensors for detection of blind 
person’s presence in each of home’s rooms, temperature sensors for temperature monitoring 
and flame sensor in case of fire. When one of these sensors makes a detection the message 
generation unit of the device is activated and the appropriate voice messages is announced.     
   On the other hand, the voice control device utilizes voice messages to control various home 
items such as the lights which are represented in our prototype by LEDs and cooling system which 
is represented by a fan. 
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Figure 35: Block diagram of home assistance system.  

 

3.2.2. Hardware analyses 
 

i. Control unit 
Similarly to the mobility aid system the control of the smart home assistance system is 
accomplished using Arduino Nano.  
 

A) Voice notification device 
ii. Detection unit 

The detection unit is comprised by three types of sensors and each of them serves specific 
purposes such as detection of blind person’s presence in each of home’s rooms, temperature 
monitoring and fire detection. A detail analyses of each sensor is provided in the following 
paragraphs. 
   

a) Ultrasound  sensor 
After examining the performance of various motion detection sensors we came the down to the 
conclusion the best performance in detecting user’s presence in the rooms of the house is 
achieved using the ultrasound sensors similar to those that we incorporated to the mobility aid 
system.  

 

b) Temperature sensor 
The temperature in the home is monitored using the LM35 temperature sensor (Figure 36) which 

is a three terminal integrated-circuit temperature device with an output voltage linearly 

proportional to the Centigrade temperature. It can senses temperatures ranging from -55 degree 

Celsius to +150 degree Celsius and its output voltage increases 10mV per degree Celsius rise in 

the temperature. The sensor is easy in use as does not require any external calibration and can 

be powered using a 5V power supply [76].  
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Figure 36: LM35 pins diagram.  
 

c) Flame sensor 
Fire detection is achieved using a three pin KY-026 flame sensor (Figure 37) which is comprised 
of the following main parts [77]:  

 Photodiode which is placed in the front part of the module and is responsible for 
detection of radiation emitted by the fire which lays in the spectrum of infrared radiation.  

 Potentiometer which is used to adjust the detection sensitivity of the photodiode.  

 LM393 comparator which based on the signal that the photodiode receives is able to 
activate one of indicator LEDs and sets the digital output HIGH state.  

 2 indicator LEDs. One of the LEDs is activated when the sensor is activated and the other 
is activated when fire is sensed. 
 

 
Figure 37: Flame sensor.  

 

iii. Message generation unit  
a) DFPlayer mini 

The announcement of the messages is performed using a DFPlayer Mini module (Figure 38) in 
combination with a speaker. The DFPlayer Mini (or) MP3-TF-16P module is a small and affordable 
MP3 module with inbuilt amplifier which can drive up to 3 watt loudspeaker. The DFPlayer mini 
module is the ideal choice in any project that requires sound or music and can be used as 
standalone module with a power source of 3.3V-6V, a speaker and push buttons or it can be used 
in combination with a microcontroller like Arduino or any other with UART Ports (RX/TX). 
Moreover, the module is equipped with a micro SD card slot and can support FAT16 and FAT32 
file system with a maximum of 32GB for a TF card. The mp3 files that are stored in the SD card 
need to be placed in a folder that is named using 2 digits, for example “01”. In addition, files 
name need to contain 4 digits, for example, “0001.mp3”. After the 4 digits the audio file names 
can have any character, for example, “0001hello.mp3”.  Further information regarding the 
specifications of the module can be found in its datasheet [78]. Below is provided a detailed 
diagram of the module’s pins.   

https://www.factoryforward.com/product/mini-mp3-player-mp3-tf-16p/
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Figure 38: DFPlayer Mini pin diagram.  

 

b) Speaker 
Given the fact that the DFPlayer Mini module is able to drive up to 3 watt loudspeaker, we 
decided to incorporate in our project a speaker with an impedance of 8 Ω and power of 1 W. This 
speaker is small, lightweight, and simple in use and serves perfectly the purpose of our project. 
 

 
                                      Figure 39: Mini Metal Speaker w/ Wires - 8 ohm 1W. 

 

B) Voice control device 
 

i. Voice recognition unit  
The voice recognition unit is based on the Voice Recognition Module ELECHOUSE V3 (Figure 40) 
which is an affordable and easy to operate voice recognition module that can store up to 80 voice 
commands each with a duration of 1500ms and can be controlled using two different methods 
[79]:  

 Serial Port: In this method the voice commands are not converted in text but are 
compared with an already recorded set of voices. This means that are no language 
barriers in using the module and thus sounds in any language can be used as commands. 
The module need to be trained before being able to recognize any command.  

 General Input Pins (GPIO): If the module is used using this method it has the capacity to 
deliver only 7 commands out of 80 at the same time. Initially the user need to select and 
load 7 commands in to the recognizer and the recognizer will send outputs to the 
respective GPIO pins if any of these voice commands get recognized.  

Should be noted that recognition accuracy of the module is affected by the sensitivity of the 
microphone and the environmental noise.  
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Figure 40: Voice recognition module with a microphone.   

 

ii.  Controlled unit  
The voice recognition module enables the control through voice messages of various electrical 
appliances such as lights and the cooling system which in our prototype are represented by LEDs 
and a mini fan respectively (Figure 41). Regarding the fan, its control is accomplished by utilizing 
a driving circuit which consist of a transistor, a resistor and a diode and its powering circuit is 
enabled by a 9V battery in combination with a voltage regulator. More information about the 
working principles of the driving and powering circuit of the fan are provided in the next chapter. 
 

 
Figure 41: a) LEDs, b) Fan.  

iii. Power supply  
The home assistance system is powered using a power bank of 10000mAh capacity (Figure 42). 
The power bank uses a lithium ion battery and it is equipped with a micro-USB input port and 
USB output port in which a USB cable can be attached to connect the power bank to any 
compatible device [80].  

 
Figure 42: Power bank.  

 

3.2.3. Software  

Similarly to the mobility aid system the smart home assistance system is programmed in C/C++ 
language using the Arduino IDE software. For a better understanding the code of voice 
notifications and voice recognition device is analyzed separately.   

a) b)
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i. Voice notification device  

 

#include "Arduino.h" 
#include "SoftwareSerial.h" 
#include "DFRobotDFPlayerMini.h" 
SoftwareSerial mySoftwareSerial(10, 11);  // RX, TX 
DFRobotDFPlayerMini myDFPlayer; 

 
In the first lines our code involve the installation three libraries that are crucial for the operation 
of the voice notification device.  

 Arduino.h: The Arduino library comes installed in in the Arduino IDE. 
DFRobotDFPlayerMini.h: Specially designed library that is published by DFRobot on 
GitHub and aims to simplify the use of the DFPlayer.  

 SoftwareSerial.h: This library enables the Arduino to send commands to the DFPlayer min 
and similarly to Arduino.h to library is installed in the Arduino IDE. We can use the 
hardware serial pins (0 and 1) to enable the communication of Arduino with the DFPlayer 
min, however these pins are the same pins used by Arduino to communicate with the 
computer and may produce errors when uploading the code. In effort to tackle this issue 
the SoftwareSerial library uses software to replicate the serial communication on other 
digital pins of the Arduino. In our code (line 4) digital pins 10 and 11 are used for this 
purpose.    

 

#define trigPin1 3 
#define echoPin1 2 
#define trigPin2 4 
#define echoPin2 5 
#define flame    6 
const int temp=A0; 
float vout; 
float tempc; 
long duration, distance, distance1, firstSensor, secondSensor; 

 

Next, are defined the pins in which are connected the ultrasound sensors, the flame sensor and 
the temperature sensor. In contrast to other sensors the temperature sensor is connected to the 
analog pin A0 as it provides an output voltage linearly proportional to the Centigrade 
temperature. Moreover, in this section of the code are defined and some variables the purpose 
of which will be explained in the next paragraphs.      
 

void setup() 
{ 
    mySoftwareSerial.begin(9600); 
    Serial.begin(115200); 
 
  pinMode(trigPin1, OUTPUT); 
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  pinMode(echoPin1, INPUT); 
  pinMode(trigPin2, OUTPUT); 
  pinMode(echoPin2, INPUT); 
  pinMode(flame, INPUT); 
  pinMode(temp,INPUT); 
  //pinMode(alarm, OUTPUT); 
  Serial.println(); 
  Serial.println(F("DFRobot DFPlayer Mini Demo")); 
  Serial.println(F("Initializing DFPlayer ... (May take 3~5 seconds)")); 
  
  if (!myDFPlayer.begin(mySoftwareSerial)) {  //Use softwareSerial to communicate with mp3. 
    Serial.println(F("Unable to begin:")); 
    Serial.println(F("1.Please recheck the connection!")); 
    Serial.println(F("2.Please insert the SD card!")); 
    while(true); 
  } 
  Serial.println(F("DFPlayer Mini online.")); 
 
  myDFPlayer.volume(30);  //Set volume value. From 0 to 30 
 
} 

 

Initially, in the setup function of the code the baud rate for the serial communication between 
the Arduino and the PC is established at 9600bps and between the Arduino and the DFPlayer is 
is established at 115200bps. Next, using the pinMode function the mode of digital pins is 
declared. In addition, in the next lines of the code the possibility of having issues in the proper 
operation of DFPlayer is taken into account by the appearance of appropriate messages in the 
Serial Monitor in case of any issue. Lastly, using myDFPlayer.volume the volume of voice 
messages is set at maximum value.  
 

void loop() { 
 
  // read distance data from both sensors 
  SonarSensor(trigPin1, echoPin1); 
  SonarSensor1(trigPin2, echoPin2); 
  firstSensor = distance; 
  secondSensor = distance1; 
  int fire=digitalRead(flame); 
  vout=analogRead(temp); //Reading the value from sensor 
  vout=(vout/1023)*5000; 
  tempc=vout/10; // Storing value in Degree Celsius 
  Serial.print("in DegreeC="); 
   
  Serial.print("\t"); 
   



Assistive devices for visually impaired people 

 

45 

 

  Serial.print(tempc); 
   
  Serial.println(); 
   
  delay(500); //Delay of 1 second for ease of viewing  
    if (distance < 50 ) { 
    myDFPlayer.play(1); 
    delay(5000); 
  } else if (distance1 < 50 ) { 
    myDFPlayer.play(2); 
    delay(5000); 
  } 
  else if ((fire==1)) { 
    myDFPlayer.play(3); 
    delay(5000); 
  } 
  else if (tempc>=35) { 
    myDFPlayer.play(4); 
    delay(5000); 
  } 
} 
 
void SonarSensor(int trigPin,int echoPin) 
{ 
  digitalWrite(trigPin, LOW); 
  delayMicroseconds(2); 
  digitalWrite(trigPin, HIGH); 
  delayMicroseconds(10); 
  digitalWrite(trigPin, LOW); 
  duration = pulseIn(echoPin, HIGH); 
  distance = duration * 0.034 / 2; 
} 
 
void SonarSensor1(int trigPin,int echoPin) 
{ 
  digitalWrite(trigPin, LOW); 
  delayMicroseconds(2); 
  digitalWrite(trigPin, HIGH); 
  delayMicroseconds(10); 
  digitalWrite(trigPin, LOW); 
  duration = pulseIn(echoPin, HIGH); 
  distance1 = duration * 0.034 / 2; 
} 
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In last section of the code we have the void loop function in which initially are called the functions 
regarding each of the ultrasound sensors involved in our prototype. These function are similar 
with those used in the mobility aid device and their role is to calculate the distance between the 
sensor and the blind person when enters each room. When the distance becomes less than 50cm 
each sensors triggers the activation of an appropriate voice message.   
    In addition, using the analogRead function the output voltage of the temperature sensor is 
obtained and using a mathematical formula is converted in degrees of Celsius. Next, the 
measured temperature is compared to a threshold and when it passes that threshold a voice 
massages its generated to inform the blind person.   
         Finally, regarding the flame sensor the “fire” variable is used to store the digital outputs 
from the flame sensor. The stored values are compared with the logical value “1” which indicates 
that flame has been detected. When the equality is validated the voice message about fire 
generated.     
 

ii. Voice control device 
 

#include "VoiceRecognitionV3.h" 
#include <SoftwareSerial.h> 
VR myVR(12,13);    // 12:RX 13:TX 

 

Similarly to the code of voice notification device the first lines of code involve the installation of 
important libraries for the smooth operation of the system. The first library is the 
VoiceRecognitionV3 which facilities the use of Voice Recognition Module V3. The second library 
is the SoftwareSerial which enables the Arduino to communicate with the Voice Recognition 
Module V3 using pin 12 and 13.     
 

int ledbedroom = 7; 
int fan = 8; 
#define bedroomon     (0) 
#define bedroomoff    (1)  
#define fanon  (2) 
#define fanoff (3) 

 

Next, are defined the pins in which are connected the LEDs and the fan and also are defined 
variables in which are stored the voice commands.   
 

void setup() 
{ 
      myVR.begin(9600); 
    Serial.begin(115200); 
   pinMode(ledbedroom, OUTPUT); 
  pinMode(fan, OUTPUT); 
  // set both off by default  
  digitalWrite(ledbedroom, LOW); 
  digitalWrite(fan, LOW);   
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  Serial.println("Elechouse Voice Recognition V3 Module\r\nControl LED sample"); 
  if(myVR.clear() == 0){ 
    Serial.println("Recognizer cleared."); 
  }else{ 
    Serial.println("Not find VoiceRecognitionModule."); 
    Serial.println("Please check connection and restart Arduino."); 
    while(1); 
  } 
   
  if(myVR.load((uint8_t) bedroomon) >= 0){ 
    Serial.println("onRecord loaded"); 
  } 
   
  if(myVR.load((uint8_t) bedroomoff) >= 0){ 
    Serial.println("offRecord loaded"); 
  } 
  if(myVR.load((uint8_t) fanon) >= 0){ 
    Serial.println("onRecord loaded"); 
  } 
   
  if(myVR.load((uint8_t) fanoff) >= 0){ 
    Serial.println("offRecord loaded"); 
  }    
} 

 

Initially, in the setup function the baud rate for the serial communication between the Arduino 
and the PC is established at 9600bps and between the Arduino and the Voice Recognition Module 
is established at 115200bps. Next, digital pins in which are conceded the controlled units are 
declared as output pins and their initial status is set to be LOW, meaning that will be off when 
the device starts the operation. In addition, in the next lines of the code using the myVR.load 
function of VoiceRecognitionV3 library voice commands are loaded to the module.  
 

void loop() 
{ 
  int ret; 
  ret = myVR.recognize(buf, 50); 
  if(ret>0){ 
    switch(buf[1]){ 
      case bedroomon: 
        digitalWrite(ledbedroom, HIGH); 
        break; 
      case bedroomoff: 
        digitalWrite(ledbedroom, LOW); 
        break; 
      case fanon: 
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        digitalWrite(fan, HIGH); 
        break; 
      case  fanoff:  
        digitalWrite(fan, LOW); 
        break; 
      default: 
        Serial.println("Record function undefined"); 
        break; 
    } 
    /** voice recognized */ 
    printVR(buf); 
  } 
} 

  

Finally, the loop function checks if the message that is announced by the user matches any of the 
loaded messages in the module. When there is a match the action that is associated with that 
message takes place.   
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Chapter 4: Implementation and evaluation 
 

This chapter details how the selected materials were initially tested, trained (in case that is 

required) and then incorporated in order to achieve the desired requirements for each proposed 

system. In addition the operation of the systems is explained and their effectiveness is evaluated 

using various testing methods.  

4.1. Mobility aid system 
 

4.1.1. Components testing  

Initially, all the electronic components were tested in order to ensure that they work properly. 
More specifically, we placed the Arduino Nano on a breadboard and via a USB we connected it 
to a computer. Then we checked if the LED on pin 13 was blinking. The blinking of the LED 
indicates that the board works properly.  
      Next, the accuracy of the readings from the ultrasonic sensors was tested by placing each one 
of them separately on the breadboard and connecting them directly to the Arduino Nano using 
male-to-male jumper wires. A simple sketch (Figure 43) was upload on the Arduino and the 
detected distances were displayed on the Serial Monitor. During the test each sensor was placed 
on one end of the table and on the other end was placed an object. The distance of the object 
from the sensor was constantly changing and a meter was used to measure it (Figure 44.a). The 
results from the test indicated that the sensors provide accurate readings as the distances that 
were displayed on the Serial Monitor (Figure 44.b) were similar with those that we measured 
with the meter.  
 

const int trigPin1=3; 
const int echoPin1=4; 
const int Buzzer= 2; 
int distance1; 
long duration1; 
void setup() { 
  pinMode(trigPin1, OUTPUT); // Set the tringPin1  as output 
  pinMode(echoPin1, INPUT); // Set the EchoPin1  as input 
  pinMode(Buzzer, OUTPUT); // Set the Buzzer  as output 
  Serial.begin (9600); // Start the serial communication  
} 
 
void firstsensor(){ // This function is for first sensor. 
  // Clears the trigPin1 
  digitalWrite(trigPin1, LOW); 
  delayMicroseconds(2); 
  digitalWrite (trigPin1, HIGH); 
  delayMicroseconds (10); 
  digitalWrite (trigPin1, LOW); 
  duration1 = pulseIn (echoPin1, HIGH); 
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  distance1 = duration1 * 0.034 / 2; 
 digitalWrite(Buzzer, LOW); 
      Serial.print("1st Sensor: "); 
      Serial.print(distance1);  
      Serial.print("cm    "); 
 
void loop() { 
Serial.println("\n"); 
firstsensor(); 
delay(100); 
} 

Figure 43: US sensor accuracy testing sketch.  
 

 

 
Figure 44: a) US sensor accuracy testing, b) Serial Monitor results. 

 

    Lastly, the working of the buzzer and vibrator motor was tested by simply connecting the 
positive terminal of each sensor to 5volts of Arduino and the negative terminal to GND pin and 
checking if are activated. Depending on the current and voltage that they can tolerate a resistor 
was placed between each actuator and the power supply in order to ensure that are not 
damaged.  
 

4.1.2. Circuit design  

Once the testing of selected electrical components is completed and we are sure that they work 
properly, the wiring of all components is sketched (Figure 45) in order to keep track all the 
connections and enable and an easier and more organized assembly. The wiring of electronic 
components was drawn using the latest version of Fritzing software. 
     Fritzing is an open-source Electronic Design Automation software that aims at making 
electronics more accessible to anyone. It offers a virtual breadboard where the virtual 
components can be placed and wired and also it can turn circuits into PCB (Printed Circuit Board) 
layouts ready for production. More information regarding Fritzing can be found in [81].  
   Should be noted that in the Fritizing schematic all the components are placed on a regular 
breadboard while in the actual prototype the placement of the components is done on two Mini-
breadboards due to the fact that the Mini-breadboards provided by Fritzing are smaller in size 
than the Arduino Nano which makes them totally inappropriate for sketching components wiring.  

a) b)
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Figure 45:  Fritzing schematic of mobility aid system. 

 

4.1.3. System assembly 

Based on the Fritzing schematic we start to assemble all the components of the mobility aid 
device outlined in the previous chapter. In order to maintain a small and lightweight design we 
decided to place the components on two mini-breadboards which we glued together (Figure 46). 
In addition to being small and lightweight the two mini-breadboards make our system more 
flexible as the components are not soldered and so can be easily removed in case of damages or 
changes in the design. Despite the fact that the PCB is the ideal choice when creating electronic 
product, in our application we decided to not continue with its contraction as the Mini-
breadboard is a much more cost-effective and time-efficient option and help us to ensure that 
all the objectives outlined in Section 1.3 are met successfully.  
 

 
Figure 46:  Two mini-breadboards which we glued together. 

 

    As can be noticed from the figures bellow (Figure 47) in the center of one of the breadboards 
is placed the Arduino Nano which acts as the control unit and all components are connected to 
it using small cable wires which make our system more organized. To power the Arduino Nano a 
9V battery is integrated and a push button is used to activate the whole system. Once the button 
is pushed the current flows from the battery to the Arduino board which starts to execute the 
uploaded code that controls the connected sensors and actuators.  
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     Two HC-SR04 ultrasonic sensors are used for detection of obstacles. The integration of two 
sensors instead of one makes our device more flexible and reliable as the S1 sensor is used for 
detection of obstacles that are in front of the user from the leg to the chest region whereas the 
S2 sensor serves for the detection of objects that are encounter around the head region and due 
to this fact the S2 sensor in the prototype is placed above the S1 sensor at approximately 45o 

degrees angle which is a different position than that depicted in the schematic. Depending on 
the sensor that makes the detection of obstacles the user is notified by either a beeping sound 
of low intensity or a beeping sound of high intensity which are generated from the piezoelectric 
buzzers. The intensity sounds is decided to reflect the severity of the injury that can be caused 
due to collision and thus the high intensity sounds are generated to indicate that a collision at 
head level is about to happen were injuries can be proven much more serious than on other body 
parts. The differences in the intensity of produced sounds were achieved by choosing protective 
resistors of different value for each buzzer. The lower the value of the resistor the higher the 
intensity of the beeping sound. 
 

 
Figure 47: Photos from various steps of the assembly process.    

 

Last but not least, some elastic and stickers (Figure 48.a) are used to make mobility aid device 

wearable in the form of wristband or glove. The mini-breadboards were glued on elastic and 

stickers (Figure 49.a) so can easily be worn on the right or left hand. (Figure 48.b). Placement on 

the wrist or hand (Figure 49.b) makes the device more efficient as the least amount of sensors is 

used to achieve the best possible detection capability. Furthermore, the device becomes less 

obstructive as users can constantly scan the environment by directing their hands towards the 

direction they wish to check for obstacles without interrupting their daily activities and 

movements.   
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Figure 48: a) Elastic and stickers, b) Mini-breadboards glued on elastic and stickers. 

 

 

Figure 49: Final device placed on the wrist and on the hand. 
 
 
 

a) b)
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4.1.4. Testing and evaluation  

Due to the lack of well-established evaluation methods for the performance of mobility aid 
devices we decided that is important to test the effectiveness of our device in indoor 
environments. The experiment featured four sighted participants (4 male aged 22-28) and most 
were university students. All the participants were recruited by word of mouth and verbal 
consent was obtained from each participant prior to entering the experimental process. At the 
beginning of each experiment participants received a 10-minutes training which involved a basic 
explanation of how the device works and how to use it. As the device is wearable in form of 
wristband or glove the participants were asked to choose the hand in which are comfortable to 
wear the device. During the experiments, participants were blindfolded using a sleeping mask to 
simulate lack of vision (Figure 50) and were asked to perform the experiment two times and each 
time the position between participant and obstacles differed slightly.  
 

 
Figure 50: Testing of the mobility aid system.  

 

   The experiment was designed to include some of the most commonly encountered objects 
within the home such as tables, chairs, walls and garbage bin. The objects were arranged in semi 
random position and were put in different heights to represent chest-level, waist-level and foot-
level obstacles. The whole course was approximately 5m long and 2m wide. 
   Once the experiment was completed the performance of the device was evaluated based on a 
questionnaire filled by each participant. The questionnaire was designed for users to provide 
feedback so future improvements can be made on the prototype. The questionnaire that can be 
seen in table below included 6 different parameters regarding their experience using the device. 
Each parameter was to be scored from 1 to 5 points, with 1 point representing the lowest possible 
score. The obtained results are presented in Table 3 and Figure 51.  
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Table 3: Questionnaire’s results 
 

 

Parameters Participant 1 Participant 2 Participant 3 Participant 4 Average score 

Difficulty in use 3 4 4 4 3.75 

Weight and 
dimensions 4 3 4 4 3.75 

Comfort 3 3 5 3 3.5 

Confidence level using 
the device 3 2 3 3 2.75 

Accuracy in detecting 
obstacles 3 5 5 4 4.25 

Overall impression 3 3 3 3 3 
 

 

 
Figure 51: Graphical representation of obtained results.  

 

   From the obtained results and the gathered feedback becomes evident that the participants 
are satisfied with the performance of the system as in the majority of parameters the average 
score is above 3 and all the participants have validated the fact that the system is lightweight, 
intuitive in use and less obstructive. A common limitation pointed out by participants is the fact 
that the device faces difficulties in detection of obstacles that are near the ground and small in 
size.  
 

4.2. Home assistance system 
Initially, in this sections the preparation and training of Elechouse V3 Voice Recognition module 
is presented. Next, is presented the preparation of mp3 file of the DFpalyer module and a detailed 
analyses of the driving and powering circuit of the fan. Lastly, the fritzing schematic of the home 
assistance system is designed and the assembly process is descripted.    
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4.2.1. Preparation and training of Elechouse V3 module 

Before starting the training, in order to facilitated the connection of the module with the Arduino 
Nano we use a soldering iron (Figure 52) to solder male headers over the bottom side of the 
module where are situated the GND, VCC, RXD, and TXD. After the soldering process is 
completed, using a multimeter we check if the pins are soldered correctly. Next, by bearing in 
mind the following instruction we use male to female type jumper wires to interface the module 
with the Arduino.   

 Connect the ground of the Voice recognition module with the Arduino’s Ground 

 Connect the VCC of the voice recognition module with the Arduino’s 5v. 

 Connect the RXD of the voice recognition module with pin 13 of the Arduino. 

 Connect the TXD Pin of the voice recognition module with pin 12 of the Arduino. 
Finally, before moving on to the training part, we plug the microphone to the module and connect 
the Arduino to a PC using a USB cable. After the connection is established we are ready to train 
our module.  
 

 
Figure 52: Soldering  

 

   First of all, we upload the ”vr_sample_train” sketch to Arduino. Moreover, we open the Serial 
Monitor and set the baud rate to 115200 and select the option "Newline". If everything is fine 
the following menu (Figure 53) will appear on the Serial Monitor.  
 

   
Figure 53:  Initial menu before training.  

 

http://www.elechouse.com/elechouse/index.php?main_page=product_info&products_id=2254
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Next, using the “sigtrain” command we start to train the module. The “sigtrain” stores a voice 
command into specific address and it assigns on each command a specific signature. The syntax 
of the command goes like this: sigtrain + address + signature. For example, sigtrain 0 on, sigtrain 
20 off. Once the command is entered a message that says “speak now” appears on the Serial 
Monitor. At that moment we speak the command to the microphone clear and loud. If the 
command is clear enough another message will appear asking us to speak again. We repeat the 
command again and in case that matches the previous the message “success” appears (Figure 
54). If the environmental noise is too loud we will be asked to repeat the command again until is 
clear enough. Once the command is successful matched, we repeat the same process to input 
other voice command into module.  
 

 
Figure 54: Training using “sigtrain” command.  

 

Finally, using the “load” command we load all the commands into the module (Figure 55). 
 

 
Figure 55: Uploading commands.  
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     Given the fact that in our home assistance system we want to turn on and off the lights in the 
bedroom and the fan (cooling system), we need to use four different voice command. After trying 
various commands and checking the response of the module we come to the conclusion that the 
best performance is ensured using monosyllable Greek words, thus it was decided that the use 
of numbers from one to four will be the most suitable choice. Below are presented the commands 
that are utilized and the action that corresponds with each of them.    

 ”Ένα” Turn on the lights in the bedroom.  

 ”Δυο” Turn off the lights in the bedroom.  

 ”Τρία” Turn on the fan.  

 ”Τέσσερα” Turn off the fan.  
 

1.2.2. Mp3 files preparation  

Mp3 files that are stored in micro SD card of DFPlayer mini module are created with the help of 
a smartphone and “Natural Reader” which an online text to speech converter [82]. Each of the 
messages that is presented below is initially written in English language on the Natural Reader 
and then using a smartphone is recorded. The voice messages (Figure 56) are stored in form of 
mp3 file and named based on a 4 digit number. After that mp3 files are added into a folder that 
is named using 2 digits (01) and finally are transferred into a micro SD card that later will be 
inserted in the DFPlayer module. 

 0001.mp3 You are in the bedroom. 

 0002.mp3 You are in the living room.  

 0003.mp3 Be careful fire evacuate the home immediately. 

 0004.mp3 The temperature is too high activate the fan.  

 
Figure 56:  Mp3 files.  

 

1.2.3. Circuit design 
 

i. Fan driving circuit 
Given the fact that the digital pins of Arduino Nano can provide 40mA and the fan requires 0.138A 
to operate we decided to design a circuit which will manage to drive the fan. The circuit (Figure 
57) consists of a BC548B transistor, a 820ohm resistor and a 2N2222 diode. The BC548B transistor 
is a NPN Bipolar Junction Transistor (BJT) that is used to switch on the fan and it can handle 
currents up to 200mA in the collector. The 2N2222 diode is a Schottky diode which is placed in 
parallel with the fan in order to prevent the transistor for being destroyed by inductive kick-back. 
Inductive kick-back occurs when the transistor is turned off and the current from the fan that is 
an inductive load is uncharged on the collector of the transistor. The diode acts as a barrier to 
these current and feeds it back into to the fan, preventing the damage of the transistor. Finally, 
a resistor is connected in series with the base of the transistor to limit the base current. The value 
of the resistor is calculated using the following equation.   
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Figure 57: Fan driving circuit.  

 

 

𝑅 =
𝑉𝑠 − 0.7𝑉

10 ∗ 
𝐼𝑓𝑎𝑛 

𝛽

 𝐸𝑞. 2 

 

 Vs is the supply voltage which in our case is 5V 

 Ifan is the current that the fan draws which in our case is 0.138A 

 β is the current gain of the transistor which in our case is 200 

 The factor 10 is to have enough margin as to make sure that the transistor will 
never work in the linear region.  

Based on the equation and the values of parameters the resistor was calculated to be 623Ω. In 
order to ensure that base current is limited we decided to choose a resistor of a slightly larger 
value. From the resistors available in the market the 820Ω was considered the most suitable.    
 

ii. Fan powering circuit 
During the testing of the home assistance system was noticed that when the fan was activated 
the value of the temperatures provided by the LM35 was increasing significantly thus in order to 
tackle this issue was decide to power the fan not from the Arduino but from an external 9V 
battery. Given the fact that the fan requires only 5V to work a voltage regulator was incorporated 
in the circuit to converter the input 9V to 5V. After investigating the technical specifications of 
various voltage regulator was decided that the LM7805 linear voltage regulator is the most 
appropriate choice as it can provide a constant 5V and it requires only two capacitors 330nF and 
100nF to work properly (Figure 58).  
 

 
Figure 58: Powering circuit.  
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iii. Overall wiring diagram  
Similarly to the mobility aid system the wiring of all components (Figure 59) of the home 
assistance system is sketched using Fritzing software.  
 

 
Figure 59:  Fritzing schematic of home assistance system. 

 

1.2.4. System assembly  

By bearing in mind the wiring of components that is depicted in the Fritzing schematic we start 
to assemble all the components that are presented in the section 3.2.2.  All the components are 
connected with each other and the Arduino Nano using small cable wires that make our system 
more organized and are placed on two breadboards that are glued together. To power our 
prototype we connect the power bank via a USB cable to the Arduino Nano.  
     First of all, regarding the voice notification device (Figure 60) two HC-SR04 ultrasonic sensors 
are used to detect the blind person’s presence in bedroom and living room. These sensors will 
be placed in the entrance of each room and when the blind person enters the room an 
appropriate voice message will be generated by the speaker to notify the blind in which room 
has entered. In order to minimize the noise that may accompany the voice message a 1K resistor 
is attached to RX and TX pins of the DFPlayer module. Furthermore, the LM35 temperature 
sensor is attached to the A0 analog pin of Arduino to monitor the temperature in the home and 
the KY-026 flame sensor is attached to digital pin 6 to check the presence of fire The trimmer of 
the flame sensor is carefully adjusted in order the sensors to be sensitive only to the radiation 
generated by the fire and not the environmental or artificial light.  
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Figure 60: Wiring of voice notification device.  

 

   Secondly, regarding the voice control device (Figure 61) the trained Elechouse V3 module is 
interfaced with the Arduino Nano by connecting the TX and RX to pins 12 and 13 pins of Arduino. 
Next, a red LED that represents the lights in the bedroom is attached through a 330Ω resistor to 
the pin 7 of the Arduino. The role of the resistor is to limit the current follow to the LED. Final, 
the 5V fan and its driving and powering circuit are placed on the breadboard. By sending voice 
commands the blind person can activate the lights in the bedroom and the fan when receives 
message that the temperature is too high. The final result of home assistance system is depicted 
in Figure 62.   
 

 
Figure 61: Wiring of voice control device.   

 

 
Figure 62: Final result.   
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1.2.5. Testing and evaluation 

Regarding the testing of home assistance system we tried to test if the utilized sensors and 
actuators response effectively. More specifically, we placed an object in front of each ultrasound 
sensors and checked if the appropriate voice message was generated. Next, in order to raise the 
temperature we placed our hand on the temperature sensor and waited to see if the voice 
message about the passing of temperature limit is activated. In addition, turning on a lighter in 
front the flame sensor we checked if is generated the message about detection of fire. Finally, 
regarding the voice control device we tested if the voice recognition unit can recognize the 
received voice commands, perform the actions associated with each command and also we tried 
to establish the maximum distance from the microphone in which the voice recognition module 
can successfully identify the received commands.     
      From the obtained results becomes evident that whole system has a satisfactory performance 
as each sensor of detection unit has a fast response and the speaker generates the corresponding 
voice messages fast and correctly. Regarding, the voice control device, the LED and the fan are 
easily controlled using voice commands and the maximum distance from the microphone in 
which is attained a successful recognition of voice messages is about 1,5 meter. As the only 
limitation we can point out the fact that in noisy environment the voice recognition module 
struggles to recognize the voice commands and the maximum distance drops significantly.  
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Chapter 5: Conclusions and future work 
In this section are drawn the final conclusion regarding our thesis with emphasis on the 
functionality of proposed systems and their limitations. Furthermore, based on the gathered 
feedback from the participants involved in the experiment and our future aspirations for the two 
assistive devices, future improvements are proposed. 
  

2.1. Conclusions  
Statistical evidence indicate that visual impairment remains one of the most challenging health 
issues of 21st century with devastating impact on the quality of life of the affected individuals. 
    Over the last decades, thanks to accelerating developments in fields of engineering combined 
with the advances in understanding of human physiology and anatomy various devices that focus 
on areas such as information access, mobility aid and smart cities are designed to facilitate the 
living of visually impaired. Regarding the available mobility aid and smart city devices, despite 
the enormous efforts is evident that there is plenty of room for improvements as usually those 
devices are bulky, complex in operation, expensive and in some cases fail to attain the initial 
claims by manufactures and researchers, leading to disappointment and frustration among the 
visually impaired people.  In an effort to tackle these issues we decided to develop two assistive 
devices that are tailored to the needs of visually impaired people.  
      The first device is a mobility aid system that aims at empowering visually impaired people to 
navigate independently in indoor or outdoor environments. In order to be user-friendly and less 
obstructive the system is designed to be wearable in form wrist or hand mounted glove. The 
system has the ability to detect obstacles at various heights as it is equipped with two ultrasound 
sensors. The first sensor is responsible for the detection of obstacles that a situated from ground 
to chest level and the second is responsible for detection of obstacles that are at head height. 
Depending on the sensor that makes the detection the user is notified by beeping sounds of low 
or high intensity. The intensity sounds is decided to reflect the severity of the injury that can be 
caused due to collision and thus the high intensity sounds are generated to indicate that a 
collision at head level is about to happen were injuries can be proven much more serious than 
on other body parts.   
      The second device is a home assistance system that tries to enhance the quality of life of 
visually impaired individuals in their homes. In order to achieve this it utilizes a voice recognition 
module that enables a remote control through voice commands of lights, cooling system or any 
household appliance. In addition, this systems is able to notify the user through voice messages 
about the detection of fire, the overcoming of specific threshold in temperature and which room 
has entered.   
   An indoor experimental scenario which featured 4 male sighted participants was used to 
evaluate the performance of mobility aid system. During the experiment participants were 
blindfolded using a slipping mask and were tasked to walk a course that contained some of the 
most commonly encountered objects within the home such as tables, chairs, walls, garbage bin 
etc. The evaluation was based on a questionnaire that included 6 different parameters regarding 
their experience using the device which were scored from 1 to 5 points, with 1 point representing 
the lowest possible score. 
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    Based on the obtained results we conclude that the proposed system has successful attained 
the initially set objects as the average score in the majority of parameters is above 3. 
Furthermore, based on the collected feedback all the participants appreciated the fact that the 
device is lightweight, does not prevent the use of the hand for other tasks and it is intuitive in 
use as the learning curve is measured in less than ten minutes which is incomparable to the time 
required to learn Braille. However, some participants pointed out the fact the system has some 
shortcomings associate mainly with the fact that it struggles to detected objects that are near 
the ground and small in size. Moreover, another major drawback of the mobility aid system is 
that was not tested in outdoor environment due to lack of access to a place that can ensure a 
safe performance of the experiment.  
   Finally, regarding the testing of home assistance system was observed that the whole system 
has a satisfactory performance as the each sensor of detection unit has a fast response and the 
voice messages are generated correctly. Furthermore, the LED and the fan are easily controlled 
using voice commands and the maximum distance from the microphone in which is attained a 
successful recognition of voice messages is about 1,5 meters. As the only limitation we can point 
out the fact that in noisy environment the voice recognition module struggle to recognize the 
voice commands.  
  

2.2. Future work 

5.2.1. Mobility aid system 
 

i. First, we plan to advance with the construction of PCB for our system and the 
addition of a protective cover.   

ii. Second, we will replace the 9V battery with a rechargeable and lighter one in order 
the whole system to become less bulky. Next, a solar panel can be added to remove 
the anxiety of charging. 

iii. Third, we will try to add in our system a fall detection and a location tracking 
feature that will lavage the potential of loT technologies. More specifically, we will 
utilize in our design a GSM/GPRS/GSPS module that will help relatives or caregivers 
to track the location of visually impaired people. In addition, possibility of fall will 
be taken in consideration by incorporating an ESP8266 module in combination with 
an accelerometer and a gyroscope which will be able detect if the blind has fallen 
and give notifications via email using IoT app such as Blynk.  

iv. Fourth, in long-term we plan to miniaturize the whole system and upgrade the 
sensing module. A right step in this direction will be the replacement of Arduino 
Nano by Arduino Mini and the replacement of HC-SR04 ultrasonic sensors with 
smaller ones that have a narrow beam of detection which can provide a more 
accurate location of obstacles.   

v. The last suggested improvement does not concern the hardware or software 
aspects of the system but focuses on the evaluation process. Our task here will be 
threefold: First, we will try to verify the effectiveness of the device in indoor and 
outdoor environment. Second, we will create a more sophisticated testing method 
that will be able to examine more thoroughly the functionality of device and 
highlight all the potential weaknesses and strengths. Third, we will include in the 
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experiments visually impaired people and we will increase the overall number of 
participants in order to gather more feedback which can be proven extremely 
valuable for further enhancement of the system.  

  

5.2.2. Home assistance system 
 

i. First, similarly to the mobility aid system we plan to advance with the PCB 

construction, addition of protective cover and miniaturization of whole system.  

ii. Second, thinking further about the possible enhancement of the system, the addition 

of more features seems to be a step in the right direction. For instance, the 

introduction of a system consisting of smart locks and motors that will be controlled 

by voice commands will prove to be really helpful for the remote opening and closing 

of doors and windows inside the house.   
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