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Abstract

We can all imagine the amount of data generated during the procedure of the production
of a medicine in a pharmaceutical industry. Data are taken from the import of the raw material
to the factory, its analysis until it is used in the production of the drug, from the production line,
from the warehouses but also from the distribution lines up to the final consumer, the patient.
All this data must ensure traceability, if possible, from the raw material production plant to the
final consumer. The most recent example is the example of the pandemic of COVID 19
vaccines. Therefore, before a drug can be used, the pharmaceutical company must prove that
the drug is effective and safe. That is why the pharmaceutical companies are conducting many
tests, and numerous studies in quality control.

Over the years, the pharmaceutical companies have adopted the concept of ALCOA as a
framework for ensuring the observance, preservation, security and accuracy of data. The term
ALCOA is an acronym that means Attributable, Legible, Contemporaneous, Original and
Accurate. From the meaning of these words, we can easily understand why this acronym is so
important and why it was adopted by the pharmaceutical industry. The term ALCOA is about
the quality and integrity of the data, which has a direct impact on the quality of the drug.

This master thesis is an attempt to classify the values obtained from different sensors (from
two production lines of a well-known Italian pharmaceutical company) as data that are
Attributable and Contemporaneous. This attempt was done by using three deep learning models.
We also tried to find out if there is a possibility to predict the next ALCOAs from the previous
ones. These words came from the acronym ALCOA that mentioned above. The three deep
learning models used are the LSTM Model, Bi-LSTM Model and GRU Model.

Unfortunately, the above deep learning models failed to predict the next ALCOA the
Attributable and the Contemporaneous from the previous ones. The three models used
showed better performance in the Attributable than in the Contemporaneous yet again this
performance does not allow us to use them as models for predicting this ALCOA in a
pharmaceutical industry.

However, this should not disappoint us as it is the first attempt to use such models in the
prediction of ALCOA. After all, this dissertation focused only on the Attributable and the
Contemporaneous. There are three other letters in the acronym as well and the dataset was only
from two production lines. There are so many deep learning models, machine learning
algorithms, so many more letters remaining letters in the acronym, other and more improved
datasets that can only give promise for the future.

Keywords
Pharmaceutical Industry, A.I and M.L., ALCOA, Big data, Data Quality.
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Mepiinyn

OMLot pmopovpe vor PaviacToOUE TOV OYKO TOV OEO0UEVOV OV TOPAYOVIOL KOTA TN
Swdwkacio mapaymyns e€vog GopUAKov o€ o Qoppokevtikny Bropnyavie. Aopfdvovio
dgdopéva amd TV EI0AYOYN TNG TPAOTNG VANG GTO £PYOGTAGLO, TNV OVAAVLGY| TNG €0 OTOL
APNOLOTOMOEL GTNV TOPAYMYT TOL PAPUAKOV, OO TN YPOUUN TAPUYDYNGS, od TIS amodnKeS
OAAG Kot o TIC YPOUUES SLOVOUNG LEXPL TOV TEAMKO KaTtavalmTh, Tov acBevr. Ola avtd Ta
dedopéva TPEMEL va S1acPOAILOVY TV LVNAOGILOTNTA, £ OLVATOV, OO TN LOVADQ TAPOYMOYNG
TPAOTOV VADOV £0G TOV TEMKO KaTavoA®TY). To mo tpdseato mapddetypo eivor 10 wopaoetypo
™m¢ mavonuiog tov epporiov katd tov COVID 19. Emopévwg, mpv ypnoipomomdel Eva
QAPLOKO, 1 POPLOKEVTIKY ETALPEIN TPETEL VA, ATOOEIEEL OTL TO PAPLOKO EIVOL ATOTEAEGLLATIKO
Kot ac@QoAéc. Tt avtd ot QopuaKeLTIKES eTaipeieg TPAYUOTOTOOUV TOAAES OOKIUES KOt
TOALAPIOLEG LEAETEG GTOV TTOLOTIKO EAEYYO.

Me 1o xpoVia, Ol QAPUOKEVTIKEG TOpEieg Exovv vioBetnoel v évvola g ALCOA ¢
TAIG10 Yo TN SICPAAIoN TNG THPNONG, TS SLUTHPNONG, TNG ACPAAELNG Kot TNG akpiBElag Tmv
oedopévav. O 0pog ALCOA eivor éva apktikoreEo mov onuaiver Arodotéo, Evavdyvaoto,
XOyypovo, [lpmtotuno ko AxpiPBés. Amd ™ onuacio avtdv Tov AEEEMV topovue OKOAN Vo
KataAdBovpe yoti avtd To apKTIKOAEEO gival TOG0 onuavTiko Kot yrorti vioBetOnke amd
oappokofrounyovia. O 6poc ALCOA a@popd v molOTNTO Kol TNV OKEPUOTNTO TWV
dedopévmv, Ta omoia EYoVV AUEGO AVTIKTUTO GTNV TOOTNTO TOL PAPLAKOV.

H mapovca petamtuyiokn owtpiPn eivor po mpoondfeia taSivounons tov Tdy Tov
Aappdvovtar amd drapopeTikovs oeONTpeg (amd dVO YPOUUUES TOPOYMYNS YVOGTNG 1TTOAMKNG
QOPUAKELTIKNG etatpeing) g dedopéva mov omodidovtar Kot eivor cvyypova. Avty n
mpoondbeln £yve pe T xpNoM TPV poviédwv PBabdidg pabnong. Ipoortabnoape eniong va
udBovpe av vapyel dovvatodtnTa TPOPAeYNS TV endpuevov ALCOA amd to mponyodueva.
Avtég o1 AéEeig mponABav and to apktikdreCo ALCOA mov avaepépOnke mapandve. Tao tpio
povtéla Pabidc pabnong mov ypnotpomotovvral eivar to poviého LSTM, to poviéio Bi-LSTM
Ko To povtého GRU.

Avotoymg, ta mapondve poviéda Pabidg pabnong dev katdeepav vo TpofAEYovV TO
emopuevo ALCOA 1o Attributable kot to Contemporaneous omd to mponyovueva. Ta tpia
Hovtéha mov ypnopomomnkay £deiov Kahdtepeg emdooelg oto Attributable amd 0Tl 610
Contemporaneous, Kot TAAL aLT 1 OTAGS00T OEV HOG EMTPENEL VO, TO YPNCLULOTOI|COVUE MG
povtéda yro v TpdPrieyn avtod tov ALCOA o€ pa gappokevtikn Bropmnyovia.

Q61000, AVTO deV TPEMEL VO LLOG ATOYONTELGEL KAOMG givor 1 TpdTN TpooTdbeia xprong
Tétolwv povtédmv otV mpofieyn g ALCOA. AAA®OTE, OVTH 1N TTUYLOKN ETIKEVTIPOONKE
LOVo 610 ATOSOTED KOt 6TO ZVYYPOVO. YTAPYOLV Kot GAAL Tpial YPAULOTO GTO OKPMVOLLO Kol
TO GUVOLO OEQOUEVAOV TTPOEPYETAL LOVO ATtO OVO YPUUUES TP Y®YNS. YTAPYOLV TOGH TOAAL
povtéra fabidg pdnong, adyopBpot nyovikng Labnong, Toso GAAL YPALLOTO TOV ATOUEVOVY
670 OKPOVOLLO, GALN KOl TEPLGGOTEPA PEATIOUEVE GUVOLA OEGOUEVAOV TTOV UTOPOVV VO SDGOLV
VILOGYESN Y10 TO HEAAOV.

AgEeig — KA WG

Doppaxevtikn Bopnyavia, A.I kot M.L., ALCOA, Megydra dedopéva, ITototnto dedopevmy.
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Acronym Index

A.I: Artificial Intelligence.

M.L: Machine Learning

Bi- LSTM Network: Bidirectional- Long Short-Term Memory Network.
LSTM Network: Long Short-Term Memory Network.

GRU Network: Gated recurrent units Network.

ALCOA: Attributable, Legible, Contemporaneous, Original, Accurate.
G.M.P: Good manufacturing practice.

G.D.P: Good Documentation Practice.
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Lo.T: Internet of Things.

LLo.T: Industrial Internet of Things.
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INTRODUCTION

The definition of ALCOA has been around since 1990 and is being adopted by industries
that produce large amounts of data as an attempt at good documentation practice. ALCOA
concerns both written and electronic data, and according to the FDA and the European
Medicines Agency these are: Attributable, Legible, Contemporaneous, Original and Accurate.
These simple principles should be part of the whole data lifecycle. Data integrity and access
control issues have arisen to be heard daily in newspapers and magazines to a large extent. Even
since 2015 there have been warning letters issued by the FDA so a solution is sought
immediately.

The ALCOA is a solution. A pharmaceutical company also gives an ALCOA value to any
data generated during the coding of a drug as an attempt to ensure the accuracy of this data.
When we hear the word precision and integrity, our mind goes to models of artificial intelligence
and machine learning. Thus, was born the idea of this dissertation which is the prediction of
whether possible prices of ALCOA with models of artificial intelligence from pharmaceutical
production lines.

The subject of this thesis

Artificial intelligence today is the biggest tool where all the applications that run now and,
in the future, will click. ALCOA is a system that will be pinned on by all good manufacturing
practice (GMP) and many pharmaceutical industries are already working on it. If this tool called
artificial intelligence clicks on this model called ALCOA it will give an extra edge to this model
and even more dynamics where needed. This, in addition to being a big boost, will give the
ALCOA-based system the ability to anticipate and correct future errors that may occur. Surely
in the future these two tools will be used as a means of the data integrity thus ensuring the Good
Documentation Practice (GDP).

Aim and objectives

The purpose of this master thesis is to see if artificial intelligence and in particular some
models of deep learning and machine learning can be used as a platform for predicting future
ALCOA’s. Attempts were also made to see which models might be used to predict future
ALCOA values in our case the Attributable and Contemporaneous. These letters are come from
the acronym ALCOA of course.

Methodology

For the purposes of this dissertation, three models of artificial intelligence were used: the
LSTM, the GRU and Bi - LSTM. Initially the datasets were improved as it presented many
problems so that it could be introduced into an artificial intelligence model. After the datasets
from the two production lines were entered in our models, an attempt was made to adjust them
correctly with finetuning. For further investigation at the end, four machine learning models
were used to compare and attempt to predict future Contemporaneous and Attributable.
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Innovation

As far as artificial intelligence and the ALCOA acronym are concerned, they are
innovative. The innovation is that an attempt was made to marry artificial intelligence and deep
learning with ALCOA. This is evident from the fact that there is nothing like bibliography on
this subject and thus paves the way for new research on this subject. Surely the pieces that can
be explored are really infinity and maybe this degree will be the beginning for research on this
topic and the subject.

Structure

At the beginning of this degree is presented the use of artificial intelligence and machine
learning in the pharmaceutical sector, how it already helps in the development of new
pharmaceutical products and in the entire production chain of a drug. Then a short paragraph
analyzes the role of sensors in a pharmaceutical industry. After that, the good pharmaceutical
practices are analyzed and from these we move on to the smart pharmaceutical practices. How
data integrity ensures good pharmaceutical practices and the quality of medicines in general.
Big data and the pharmaceutical industry, the cloud where data is stored, data security,
blockchain as security and data integrity are tools that are analyzed and are part of the system
that ensures data integrity.

SPUMONI is a mechanism of the European Union that using ALCOA to ensures the
accuracy of the data using the tools mentioned above. There is a lot of talk about ALCOA and
so they are also mentioned below. Then a few words about the artificial intelligence models
used and their advantages.

Then we moved on to the main part of our dissertation with the pre-preparation of the data
as well as the results of the models we used. The attempt to predict with machine learning
algorithms.

Finally, the conclusions are analyzed, as well as the future challenges that arise from this
master thesis.
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CHAPTER 1: M.L. and Deep Learning in Pharmaceutical Domain

1 A.L in Pharmaceutical Industry

More and more nowadays we hear the term Industry 4.0 [1] and digital transformation. It
will affect all businesses and industry. Of course, the pharmaceutical industry can’t and will not
remain unaffected. Artificial intelligence and machine learning will play a key role in this and
will be, if not already, an important tool in realizing the digital transformation and what we call
industry 4.0. Artificial intelligence and machine learning are basically one of the key
components of industry 4.0. In every functional unit of a company from the production lines, to
the development of new products, to the assurance of quality even in the marketing and
distribution of products. [2]

1.1 A.L in development of new medicines

Artificial intelligence is expected to revolutionize the design and development of new
pharmaceutical products. [3] Every new drug especially patents are products that can bring big
profits to the pharmaceutical industry. Machine learning and artificial intelligence are already
being used to discover new substances that could potentially be new drugs.

Evaluating the properties of a substance from different data that can be used as a medicine
is very important. It is not a few times that a very promising substance was discovered after
many years of research but in the end, it did not have such a long lifespan, its half-life, if it is a
radiopharmaceutical, it did not have the appropriate physicochemical properties, it turned out to
be very toxic to the human body. Molecule of the substance was not so effective as to bind to
the appropriate receptors in the human body. Even the substance in its preparation was not easy
to use on a large industrial scale, it was not easy to store, with the typical example of the first
vaccines of Covid 19 where for their storage refrigerators with a capacity of -50 to -15 degrees
Celsius were needed. [4]

Improving existing biological and chemical substances. Not all experimental data are
available. Laboratory data are also very expensive and time consuming. With a simple
generalization one can take advantage of the existing knowledge in the design of engineering
learning models or artificial intelligence. This could lead to the creation of new cheaper drugs
using simply the correlations of existing ones and their effects. An interesting field of research
is how we can evaluate and utilize research results, as well as the results of gene surgeries. From
there, a lot of data on cellular cauterization emerge, such as genetic manifestations and cellular
images of cells that are undergoing cellular stress. Artificial intelligence and machine learning
could help in combination with existing experiments and future to suggest new experiments
based on these results. One such example is the prediction of the effect of a drug on the human
brain. This can help predict the side effects of a drug that is the body's resistance or dependence
on it. [5]

Active learning is interposed between very expensive and often ineffective experiments
and machine learning and artificial intelligence can help to solve these problems. This is more
necessary than ever to move from approximate models to real decisions using repeatable
experimental data. Knowing that machine learning predictions can be used to generate
applications e.g., substances, not just once but many times. This diversity of candidate
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substances can be beneficial from using only the best initial conjecture. Algorithms can be
adjusted to optimize and suggest new experiments by asking questions, thus reducing scientific
uncertainty. Gaining relevant knowledge by capturing the causal structure we can fully explore
many therapeutic interventions of many molecules or drug combinations. [6]

Also combining all the misconceptions, we can ask questions about the position of the
molecules and their position in space. In the context of supportive learning, we can put
additional questions of how we can move in the space of these molecules by adding new
molecules or atoms or even whole blocks of molecules and atoms to discover the proper
representation of the design of these molecules.

The speed with which we can have experimental data continues to be the key to success
and rely on experiments outside the field of artificial intelligence and machine learning. The
advancement of robotics could automate this whole process by incorporating both artificial
intelligence and machine learning. Robotics combined with artificial intelligence is essential to
guide the development of more relevant biotechnology tools for the synthesis and screening of
performance-related substances. [7]

We can also integrate patient information in real time, we can do individualized treatment
by loading it into machine learning models such as gene expression gene information but also
molecular and tissue pathological data, from various vital points. All this presupposes the
development of new pin sensors and new portable recording devices. All of these devices will
continuously keep the patient history in real time. This whole piece is very important because
the appropriate treatment to be given depends on the course of the disease and the data drawn
from the patient's sensors. Special combinations of drugs for the patient could also be tested
using mechanical learning and artificial intelligence algorithms. All this in the context of
personalized therapy to predict what is the right combination for patient data. For example, if it
is an antiviral drug, as we saw with the pandemic Covid 19, drugs that aim to inhibit the
multiplication of the virus are more effective during the period when the virus is active, i.e., the
incubation period. Before the symptoms of the disease pay the patient. While medicines such as
anti-inflammatory drugs and analgesics should be introduced later and in the right order. This
presupposes the online monitoring of the disease and the complications that occur in the patient
as soon as possible. [8]

The drugs as we saw with the vaccines of Covid 19 require time for clinical trials. [9]
Artificial intelligence and machine learning can help reduce costs and the duration of clinical
trials. This can be done by better targeting volunteers than a wider population of infected
patients. The use of machine learning and artificial intelligence can classify side effects reports
with distorted trials from models trained from a background population. Such trials could reduce
costly and time consuming adaptive clinical trials and extract information from them more
quickly. Artificial intelligence can also help to generalize the results to the population from
those included in the clinical trial to a population with the same or similar characteristics. [10]

There are still many clinical trials and documented in animal research. Many preclinical
studies are performed on laboratory animals to predict the side effects and effects of a compound
in later clinical trials but also on other higher animals or humans. Artificial intelligence and
machine learning can help us move from an in-vivo and in-vitro model to a new, in-silicon
human model. [11]
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There is a lot of talk nowadays about developing privacy methods. Medical
confidentiality, medical information is subject to many privacy risks and corresponding
protection regulatory principles such as G.D.P.R. All of these data sources could give
researchers great impetus and information if they could access them safely. Federal learning as
we know it enhances learning without requiring access to individual files. The way privacy is
not violated and so we can access more sensitive data. [12]

Artificial intelligence and machine learning could help automate drug development in the
context of personalized therapy. In the current legislative framework, medicines are approved
only once. As we know, a virus, for example, can mutate very quickly. This can make the
approval process of a new drug very costly and time consuming. However, the adaptations
required to be made are too few to adapt to the genome and the pathogenic microorganism. The
procedure can be applied to the adaptation of the drug, for example, to a cancer that is metastatic.
This ensures that the drugs or vaccines continue to be effective in the context of a mutation.
However, in order for this to happen at the level of regulatory approval until the competent
bodies approve the new drug as a procedure and not as a matter of fact, developers will still have
the flexibility to adapt the drug based on patient population and pathogen composition of each
patient. [13]

Artificial intelligence and machine learning is expected to revolutionize the design and
development of new products. Every new drug especially patents are products that can bring big
profits to the pharmaceutical industry. Machine learning and artificial intelligence are already
being used to discover new substances that could potentially be new drugs. A typical example
is the drug Halisin. Researchers from MIT have discovered a substance, an antibiotic that is
capable of killing germs that are also resistant to existing antibiotics. This was made possible
by a machine learning model that processed millions of compounds in just a few days and
envisioned possible compounds that could be used as antibiotics using different mechanisms
than existing antibiotics. [14]

1.2 Sensors and agents in pharmaceutical industry lines

In industry 4.0, which will be adopted by the pharmaceutical industry, there is a need for
a new smart vertical network from which it is moving in the direction of intelligent production.
The sensors capture data in real time to make decisions with the help of machine learning
algorithms and artificial intelligence to optimize production. Self-optimization creates the
maximum result in terms of production and that is what is required. Factory automation finds
the best solutions individually for each product. The sensors will have critical growth prospects
in the pharmaceutical industry with the use of .o.T. The sensors in such a case are shifted from
sensors during the process to sensors for monitoring processes and conditions with the ability
to correct and predict. So, we see that artificial intelligence is much more than having machines
that do some work. It completely changes the way we make medicines. [15]

1.3 From Good Manufacturing Practices to Smart Pharmaceutical Practices.

Good Manufacturing Practices (GMP), describes the minimum requirements and
standards that a drug manufacturer must have during its production processes. The role of the

European Medicines Agency is to coordinate inspections under these strict standards and to play
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an active role in harmonizing all the activities of good pharmaceutical practice within the
European Union. [16]

The drug manufacturer does not have to be based in the European Union but if the drugs
are intended for consumption in the European Union they must be in compliance with this
standard. Good Manufacturing Practice (GMP) requires that the medicines be of a consistently
high quality suitable for their intended, use and meet the requirements of the marketing
authorization or clinical trial authorization for which they have been approved. [17]

Quality Assurance is the core of the pharmaceutical industry all based on good
manufacturing practices. The concept of good manufacturing practice has been shaped by the
need to protect end users and create a reliable drug production system history. It is known
through various crises when something went wrong finally Good Manufacturing Practices is an
idea is to make medicines. How to measure the risk of human error as much as possible and to
ensure the safety and effectiveness of medicines. [18]

The volume of data generated by a pharmaceutical industry is surprisingly large but
research shows that very little of this data is used to predict a failure and most of it is only used
for compliance. For compliance and if only the damage has been done. [19]

New technologies such as artificial intelligence and machine learning using this big data
can analyze and predict situations before they are created. This can be done throughout the
production of a drug. Using these technologies, they can better understand some processes and
improve them. [20]

1.3.1 Maintaining the integrity of the data and GMP

The big data environments and the algorithms that follow them, must follow the principle
of data integrity. So, we have to make a clear and well-coordinated effort to implement best
practices in system design. The architecture of the system, how the data is collected and stored,
as well as how it is disseminated for analysis. Not all data works for all jobs and we must not
forget that algorithms are trained by them.

All of these technologies, however, allow for an automated and integrated control line.
This allows the artificial intelligence to analyze the data that has been collected and to activate
various alarms regarding non-compliances or the timeliness of the data. [21]

The pharmaceutical production process nowadays has a variety of systems for the
application and management of GMP, as well as the ability to gather information in real time.
However, 70% of the data collected is not used anywhere and there is generally a waste of data
resources. But at a time when optimization is in demand, many manufacturers are seeing a lot
of opportunities and benefits of using this data in relation to GMP functions and processes.

We must not forget, of course, that the possibility of using this data, however, given the
plethora of independent systems, each with its own proprietary and unique form, is not
insignificant. Industry 4.0 promises to solve many of these problems with technologies such as
big data and Industrial Internet of Things (I.I.0.T.), which will have a single protocol that
everyone will follow.
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As we saw in the preface, the term Industry 4.0 will completely change the industries as
it is believed. The pharmaceutical industry will not be left out. Thus, the term Pharma 4.0 has
appeared in terms of the production of medicinal products. In the definition but also in the form,
the importance of the big data but also of the artificial intelligence is shown. [22]

1.3.2 Big Data and Pharma 4.0

In industry 4.0 and consequently in Pharma 4.0 a production environment is fully
connected. Every operation is connected in every equipment and transmits and receives data in
real time. This happens at the full factory level from the operating systems to the units and
production lines. The result as it is perceived, the volume of data collected is huge and varies
from time series data to batches of drugs. Even a medium-sized installation can produce data of
even tens of Petabytes of data. If these numbers seem excessive then we can imagine what will
happen even with the introduction of new equipment. For and for this reason the storage in the
form of big data is necessary so that there is direct access to the history in real time, and
immediately. [23]

Managing this information and variety of data is a very important task and the smart
systems we have are not easy to do effectively. The cost in particular but also the effort to
maintain all this information throughout the flow of good pharmaceutical practice such as how
to access this data, how to access it, how to create security data even and how to delete it, can
to quickly make this process unmanageable. These quantities of data constantly require new
investments in data centers, security data centers, and high-end IT services. All this is growing
exponentially as more and more data emerges and new and new upgrades involve new costs. Of
course, instead of investing in new indoor installations we can have data installations based on
the cloud. [24]

1.3.3 Cloud

A company that chooses to keep its data online has the following options from the services
offered. Infrastructure as a Service. External partners there have the physical material required,
as well as the software to maintain the archive of big data. Computers, hard drives, servers,
software as a site, access, data security, data lifecycle and backup, are offered as a service by
external partners. The Service Platform as a Service is also offered by external partners without
the need for a company to buy it. The company offers the software and its development. Such
companies are amazon IBM and Microsoft. Finally, the Software as a Service which is a
software which is not installed locally in some computers but in the cloud. This is something
very different from the applications we have installed on our computer. All of these solutions
provide new and new solutions. [25]

All of these alternatives can provide methods that can cover all industries and all types of
businesses at a reasonable cost. These services provide a new way of storing big data, with
access from anywhere in the world. Thus, the storage station can be on one continent and the
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processing can be done in another even from another provider. All this safely with the control
route guaranteed. They can and do provide the required computing power but also the ability to
store data, which can be processed by artificial intelligence algorithms, because they were
developed for the use and processing of large amounts of big data, a prerequisite for Industry
4.0 and by extension Pharma 4.0. [26]

1.34 Big Data and A.I.

Simple data collection alone can’t produce knowledge and most industries do just that.
They simply collect data required by the standard. Data requires processing and information
must be turned into knowledge. This requires methodologies and a continuous plan. Big data is
getting bigger and bigger all the time. Older 1Terrabyte of data was considered a huge number.
Today 1 Petabyte is something completely normal. With this huge volume of data, the classical
statistical methods such as student test or x> have no significance. Most are unstructured in
various forms such as images, numbers, comments and even sounds. There the classical methods
of analysis become useless. Another problem is that the processing power needed to analyze
data in Petabytes is impossible to have at the server level. [27]

Artificial Intelligence and machine learning models can manage these vast amounts of
unstructured data with simple algorithms such as random forums or more complex algorithms.
Although most of these algorithms are not new (all discovered in 60’s and 70’s), they become
incredibly efficient when combined with high computing power and huge amounts of data when
combined in cloud. These three elements (big data, computational power and artificial
intelligence or machine learning), can apply a new way of applying science. We can monitor
production processes where the equipment, the operators, the systems are all interconnected and
constantly produce data. They lay the groundwork for validating processes more easily and
efficiently. [28]

The current best pharmaceutical practices of pharmaceutical production use its statistics
and methods for specific control process parameters and quality control. With these it is possible
to monitor the quality of the product. However, all these factors that are monitored depend on
internal and external factors but also on the way they behave. In order to really have the best
quality of a product, we must take into account, in addition to the control process and quality
control, all aspects of production and how the factors of this process interact. [29]

Big data and artificial intelligence can do the whole process. They can find effects and
interdependencies beyond what classical statistics as a science can support. So, this new model
has been adopted by many companies that find solutions through it. The pharmaceutical industry
is already promoting artificial intelligence as a tool for research and development and the
production process. Neural networks, which are a part of artificial intelligence, have recently
been proposed by European pharmacopoeias as valid chemical assay measurement techniques
for advanced chemical methods. [30]

Today, there is no common framework, an integrated information model system, for the
construction of artificial intelligence solutions. As a result, the data is not in a common format
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and is not structured. Therefore, that framework that exists in automation and manufacturing
systems is lost.

Of course, unstructured data does not necessarily require a common format. There is no
need for a complete model. As we have seen, artificial intelligence and machine learning
algorithms perform better on unstructured data. This happens if the big data is from different
sources and different formats. But because having a framework and a regulation is useful for
interpreting data and creating artificial intelligence models, future solutions must be prioritized
by sensors from automation systems. Essentially this is how big data overlaps. Overlay does not
substantially restructure the data. It just makes them show and be bounded. Overlays can provide
multiple labels to big data sets. These can be, for example, the model of the equipment, the
batch, the type of medicine, the prescription. Thus, by performing artificial intelligence
algorithms we can reveal patterns and hierarchical motifs that even indicate relationships
between big data that under other circumstances would not have been possible. [31]

1.3.5 Security

All the traditional applications we know, the operating system, storage units, system
architecture and more, are installed within the infrastructure of a company. In such an
environment where all services are hosted on the cloud, there are no physical servers or storage
devices installed on site. There is not even a server serial number registered on the network.
Thus, there is no need to develop a security data retrieval process. But the most important of all
is that the data collected is stored and processed and what can be deleted after it has been
processed, can’t be managed with classic methods of computer systems approaches. Cloud
technology can provide any storage computing capacity at any time. Depending on the
production of the machines that are at all times active and recording. This whole system is called
flexible computing and offers theoretically infinite storage space and computing power,
something that artificial intelligence needs. All this at a much lower and negligible cost in
relation to the need to install such systems locally in a pharmaceutical industry. [32] [33]

So, since everything is a matter of cost-benefit in the final form, it also introduces new
competing tools such as full-flow encryption, on-demand processing systems, well-protected
infrastructure, pay-per-user, day and time. Most estimates are that many companies in the
coming years will transfer many of their operations to the cloud. All their systems as well as
subsystems will have been transferred to connected infrastructures. Cloud-based solutions have
shown great robustness and security compared to traditional firmware solutions that are stored
locally. Some security issues that may arise tend to be resolved with new encryption systems.
This can be evidenced by the rapid adoption of such systems by the banking sector, the
automotive industry, the health services, but also the financial sector. All of these areas require
a high degree of flexibility, trust and immediacy in such technological infrastructures.

Compared to other industries and those mentioned above, the adoption of such solutions
is significantly delayed for application in the pharmaceutical industry. Adoption of cloud-based
solutions is delayed due to quality and safety concerns. The adoption of such solutions by the
pharmaceutical industry due to the GMP often requires risk analysis. This requires risk analysis
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and for the provider, and the risk of firmware dependence on it. This calls into question the full
benefit of switching all processes to the cloud. This often challenges the traditional mentality of
the pharmaceutical industry and its entire material existence.

Unfortunately, there is no naturalness in these solutions provided by the cloud. There is
no system hardware, no servers, no serial numbers and systems from operators and operators
for verification. There are no operational aspects of data backup or backup procedures, such as
management and compliance and information and their storage should be provided by the
service provider providing the associated. The pharmaceutical company must accept that data
storage and computing power systems are provided on demand in a server-free environment.
This is very difficult and often contradicts the quality procedures of the pharmaceutical industry.
[34]

1.3.6 Blockchain in pharmaceutical sector.

Blockchain could be considered a public catholic network that all committed transactions
are stored in a block list. This chain is growing as new blocks are constantly added to it.
Technologies such as asymmetric cryptography and distributed aggregation algorithms are
implemented for the security of users so that the universal secure element is consistent. Today
cryptocurrencies have become something household e.g. in both industry and academia. As one
of the most successful cryptocurrencies, Bitcoin has been hugely successful with its capital
market reaching the latest all-time high over $ 68,000 with specially designed data storage
structure, Bitcoin trading network could happen without a third party and kernel. The technology
for making Bitcoin is blockchain, which was the first was proposed in 2008 and implemented
in 2009 by Satoshi Nakamoto. [35]

The uses of blockchain technology are practically unlimited from the financial sector, to
transport, to the health sector. In the pharmaceutical industry it can be applied to the entire drug
supply chain and is very powerful. Drugs are started from the raw material, active substances
and excipients and even packaging materials, developed, produced, and often transported to
drugstores before being further distributed to pharmacies, hospitals, and retail companies before
being dispensed to patients. Having blockchain technology at our disposal we can verify the
integrity of the drug supply chain and enhance the development of new drugs, utilizing
blockchain technology to support and manage the drug development process. While currently
counterfeit and degraded pharmaceuticals or drugs that do not meet good pharmaceutical
standards entering the legal supply chain pose a significant threat to public health, blockchain
technology can improve current processes by accounting for, smart contracts ensuring to the
fullest the possibilities provided by this new technology on its own or in combination with other
existing ones. [32] [36]

1.3.7 Minimum level of security and Minimum level of services
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In case cloud services are adopted where the hardware and software are outsourced, the
minimum level of services that must be provided is the end-user control mechanism. Quality
can be ensured, with supplier certification, inspections and periodic inspections. The use of
suppliers that already have some certifications and compliance practices has a significant
advantage. Procedures are transferred as is and there are fewer quality risks. Of course, it is
equally important that the pharmaceutical companies do not depend entirely on the supplier but
that they themselves have a consistent program of controls to confirm compliance.

Cybersecurity and all the security issues around it is a major concern and often make
businesses not trust the services and systems that are in the cloud. However, the services in the
continuum have now entered a phase of maturation and are often considered safer than internal
infrastructure. The most secure security systems have been adopted, the most secure protocols
are applied. At the same time, cybersecurity issues are dealt with by many specialists who strive
for continuous improvement. Many of the methods exist and are already applied to companies
that take data security very seriously, such as the banking sector and hospitals that have adopted
cloud-based solutions. [37]
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2 CHAPTER 2: SPUMONI & ALCOA

In this paragraph an attempt is made to present SPUMONI. The SPUMONI is a European
program to ensure the reliability and the end-to-end traceability of data produced by an industry.
The main component of this program to achieve its purpose is ALCOA acronym. The ALCOA
acronym is an abbreviation that means Attributable, Legible, Contemporaneous, Original and
Accurate. The ALCOA it is used by industries because it ensures that data achieves the essential
elements of quality and also helps to ensure data integrity.

2.1 SPUMONI, the European project about Big Data and process modelling
for smart industry [32]

The pharmaceutical industry as we have seen through good pharmaceutical practice
requires possessive and effective techniques for controlling and locating the production process
of'a drug. Today with the existing techniques there is no guarantee that the data can’t be falsified.
The resulting data is large and this makes the process even more complicated and vulnerable.
All of this requires a more holistic approach to data integrity. It must be based on the principles
of ALCOA — an abbreviation for data properties rendered readable, up-to-date, original, and
accurate — has been proposed by the pharmaceutical industry as a framework for ensuring data
integrity.

The pharmaceutical industry needs a new autonomous mechanism for collecting the
resulting data. A mechanism that can guarantee governance, compliance, transparency and data
traceability. This mechanism must include quality techniques that ensure falsified and non-
falsified data. The mechanism must also be in a position to be able to detect random or
systematic errors arising from data flows. One such mechanism is the SPUMONI. This
mechanism is funded by the European Union. Using open-source tools, using best practices
ensures the traceability of data based on ALCOA principles. [33] [34] [35] [38] [39] [40]

2.2 ALCOA principles.

The acronym ALCOA was first used as a definition by Stan W. Woolen of the FDA
Bureau in early 1990s. ALCOA is used by various industries as the framework and regulation
for ensuring data integrity. It is necessary to ensure Good Documentation Practices (GDP)
which helps (GMP). The acronym ALCOA is not limited to electronic data generated by
electronic devices. It also applies to printed data. ALCOA principles are necessary for the life
cycle e. g. paper complaints and / or electronic data management, complies with GDP, complies
with GMPs and leads data integrity initiatives.

Attributable

Electronic data should be able to be distorted and attributed only to the person who is the
data producer, including how that person performed an action and when. E.g. a change in the
file or in a physicochemical constant that affects the file. Attributable can be done manually by
initialing and documenting a document on paper or by a control path in an electronic system.

Legible
All electronic data must be easy to read, legible and permanent. Once the files are legible
and permanent this helps to make them accessible for as long as the electronic data is available,
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including the storage of the electronic data in time. That is, theoretically for as long as they exist
in time, we need them even in infinity.

Contemporary

To call something modern means to record electronic data at the time it is executed. The
date and time must be marked in the order in which the data is executed so that we can say that
the data is reliable. The data should never have an older date than the actual one with the
expected results before execution.

Original

The original data is an electronic medium e.g. an industry sensor in which the data point
is initially recorded, including production protocol, format to be taken, notes taken, calculations
made as in an excel sheet, database or any software application used. It should be easy to
understand exactly where the original data is being created to ensure that the content and
meaning are kept intact as at the time they were created.

Accurate

For electronic data to be accurate, all data must be error-free and bug free, complete, 100%
true, and reflect the order of observation that ensures the production line. Processing should only
take place using the principles of GDP. [36] [37]

The structure of the ALCOA mechanism includes:

1.  Preventing data falsification using quality control.

2. Ifthere are concerns about confidentiality, compliance with standards and the source
- ownership of the data there is assurance of traceability and these concerns cease to exist.

3. There is smart control. The data are collected and processed in various contexts and
environments as they exist in the pharmaceutical industry.

The documentation of the clumsy mechanism comes as a consequence of:

. Ensuring the accuracy and reliability of product production includes a method of
analyzing how this data changes over time from multiple input sources.

. The system is secured in terms of data management, data collection, handling, as
well as flexible data integrity checks close to the source that produces the data, which allows
valid prediction for possible deviations. This greatly reduces the costs and delays that arise
during the production process.

. Taking advantage of blockchain technology, which ensures end-to-end traceability
and immutability of the pharmaceutical industry. Exploiting a network of Ethereum protects the
SPUMONI consortium from security threats. [38]
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3 CHAPTER 3: Machine Learning & Deep Learning

This section summarizes the three known models of artificial intelligence used in this
dissertation. The presentation was made briefly since the material that exists for these models
in various papers scientific journals and articles is truly infinite. These models are the LSTM
the GRU and the Bi-LSTM.

3.1 Machine Learning

Machine learning is a subset of artificial intelligence that can make machines learn without
programming. The practice of artificial intelligence is mechanical learning. Computer systems
can, through machine learning, perform functions such as grouping, reduction, regression, and
the ability of computers to recognize patterns. The arithmetic process is achieved using various
machine learning algorithms or arithmetic structures for the analysis of information from data.
This information is classified by various characteristics called feats. Machine learning is used
to find the relationship between features and values of an output called labels. This technique is
considered to be ideal for problems such as regression data, data classification, and setting rules
for data collection and correlation. The most important are K-means, linear regression but also
our well-known neural networks and many more.

The two main challenges and common problems that remain to be solved are:

e Data storage, as neural networks and memory networks require a large
working memory to process and store data.

e Natural language processing there is still a lot of work to be done to achieve
natural language processing as well as comprehension. Of course, in recent years, very
important steps have been taken. [41]

3.2 Deep Learning

Deep learning models represent a relatively new model for the artificial intelligence
industry. Of course, as a definition and as an idea it is not new. In 1943, a new mathematical
model of a neuron was proposed by McCulloch and Pitts (1943). This model provided an
abstract formulation for the function of a neuron without interfering with the function of a real
biological neuron. The most interesting thing is that this neuron model was not proposed for
learning. In 1949, Hebb proposed a learning model named Hebbian as the first idea for learning
with biological motives, in neural networks. Artificial neural networks are mathematical models
that have mimicked the function of the human brain. The models we use are not aimed at
producing biologically realistic models. The purpose of artificial neural networks is to analyze
data. The basic entity of such a neural network is the model of an artificial neuron. [42]
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B Input

Output

Figure 1. Representation of a mathematical artificial neuron model. The input to the neuron is
summed up and filtered by activation function. (B) Simplified Representation of an artificial
neuron model. Only the key elements are depicted, i.e., the input, the output, and the weights.
https://www.frontiersin.org/articles/10.3389/frai.2020.00004/full

33 RNN

RNN networks are a class of neural networks that are suitable for processing time series
and other data that are in sequence. So RNN networks are deep learning algorithms that feedback
its output for time-based memory production. This internal memory in relation to other neural
networks allows the RNN network to process dynamic input sequences.

So, their feature of RNN networks is that they send information over time. Their structure
which has an additional port for parameters for time sequence connections and so they can enter
and train in the unit of time. They take advantage of this extra port. RNN networks can, once
trained, produce output that at any given time is based on the port receiving information from
previous time steps. Thus, the data remain classified and are influenced by the sensitivity of the
environment in which they have been received in the unit of time. The data for a moment is
related to the data of a previous moment. The difference between an RNN network and a neural
network can be seen in the figure. [43]
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Figure 2. Comparison between normal and recurrent neural networks input vector. Adapted
from Patterson, J. Gibson, A. Deep learning: a practitioner's approach. O'Reilly Media, Inc.;
2007.
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Because RNN networks introduce both the time and temporal sequence parameter, we have a
connection of a neuron to a hidden layer, as a feed stream to the hidden layer neuron. Repeated
connections can be illustrated in the following figure.

Input Layer Hidden Layer 1 Hidden Layer 2 Output Layer

Figure 3. Feed forward flow for recurrent neural networks. Adapted from Patterson, J. Gibson,
A. Deep learning: a practitioner's approach. O'Reilly Media, Inc.; 2007.

At each step in the unit of time each neuron of the RNN network is activated taking as input the
current vector input but also from the previous states. Thus, the output also takes into account
the previous input vectors. [44]
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Figure 4. Unrolling for recurrent neural networks. Adapted from Patterson, J. Gibson, A. Deep
learning: a practitioner's approach. O'Reilly Media, Inc.; 2007.

3.3.1 LSTM

LSTM networks are a variation of RNN networks of which the firebox is the memory unit.
LSTM networks can solve the gradient explosion and the disappearance of inclination that RNN
cannot do. In addition, LSTM networks can capture long distance dependence. The LSTM
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memory module consists of memory ports, input ports, and output ports, which are used to
discard or store information. [45]

An LSTM network can be described by the following mathematical formulas:

ft:Jg (fo xE+Uf><ht_1+bf)
Iy = Jg (Wi X xy+ Ui Xht—l +bi)

Or = O'g (WO X Xt + UO X ht—l + bo)
Cr!_- = Op (WE- X Xt + UC X h!.'—l + bc)

r y !
¢t = fr-c—1 tig ¢t

hy = o¢ - a.(ct)

h t Ct

fr isthe forget gate
i; is the input gate
o4 : sigmoid
o, : tanh
. : element wise multiplication

o; is the output gate
¢; is the cell state

h; is the hidden state
Figure 5. LSTM input outputs and the corresponding equations for a single timestep.

https://towardsai.net/p/machine-learning/tutorial-on-lstm-a-computational-perspective-
£3417442c2cd

3.3.2 Bi-LSTM

Bi-LSTM is a sequence processing model consisting of two LSTM networks. One enters
in one direction forward and the other in one direction backwards. The Bi-LSTM network
effectively increases the volume of information added to this network, and thus improving the
algorithm. For example, a Bi-LSTM network of natural language processing knows in this way
which word follows and which word precedes a sentence. [46]
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Figure 6. Bi-LSTM neural network structure deployed in time direction.
https://www.researchgate.net/publication/339679582 Multi-
time scale wind speed prediction_based on WT-bi-LSTM

3.33 GRU

The GRU network was first proposed by Kyunghyun Cho in a work on translating texts
using neural networks. It is essentially a network. The only difference is that it contains two
gates. The update gateway and the recovery gateway. The update gate checks the information
flowing to the memory and the reset memory checks the information flowing out of the memory.
The update gate helps the model determine how much of the information from the past (from
previous time steps) should be transmitted in the future. This is really powerful because the
model can decide to copy all the information from the past and eliminate the risk of the gradient
problem disappearing. As with LSTM networks, the GRU network has gateway units that
regulate the flow of information inside the unit but without a memory cell. [47]

2o =0 (W, - [hi—1,x¢])
re =o (W, - [h.,-_l , x4])

hlr 1

he = tanh (W - [ry % hy_1, 24])

Ire‘-,r = (1 — 3;_} * }Lf__| + Zp * f!,f,

Iy

Figure 7. Depth Gated RNNs by Yao, et al. (2015). There’s also some completely different
approach to tackling long-term dependencies, like Clockwork RNNs by Koutnik, et al. (2014).
http://colah.github.io/posts/2015-08-Understanding-LSTMs/
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4  Data Prepossessing

The data for this postgraduate thesis were obtained from a well-known Italian
pharmaceutical company participating in the program Spumoni. The data were taken from two
production lines of its pharmaceutical industry. No other data given because the data is
classified. The main data is divided into two files, the I 600 production line and the I 1000
production line.

These files are .tsv files as they produced from the production line in raw data. These files
contain the batch numbers of the drugs produced. During the production of the drug, some
alarms were detected, they were recorded in time series for each batch separately. Alarms are
the speed, pressure, temperature, humidity and other alarms that can occur during the process
of a drug production line. This was done for both production lines so that there is a large sample
of alarms and more batches.

4.1 11000 Production Line Dataset description

The dataset from the I 1000 production line has 176 batches of drugs. For the attributable
the values we take through the sensors are from 25.0 as the lowest value to 50.0 which is the
highest value. The average price is 48.17. The standard deviation is 2.139. We have data for all
176 batches and no batch is missing. For the contemporaneous we have 176 batches also and no
price is missing too for the production line I 1000. The minimum price is 62.00 and the
maximum price is 95.00. The average price is 87.64 and the standard deviation of the prices is
6.32.

Legible Attributable Contemporaneous Original Accurate  Complete Consistent Available Enduring

count 176.000000 176.000000 176.000000 176.0 176.000000 176.000000 176.0 176.0 176.0
mean 83102273 48170455 87.847727 1000 37.221591 96.761364 100.0 0.0 0.0
std 4.000114 2.139274 6.316490 0.0 6.427778 2.846529 0.0 0.0 0.0
min  75.000000  25.000000 62.000000 100.0 0.000000  84.000000 100.0 0.0 0.0
25%  280.000000  48.000000 26.000000 100.0  36.000000 97.000000 100.0 0.0 0.0
50%  24.000000  48.000000 £9.000000 100.0  37.000000 98.000000 100.0 0.0 0.0
75%  86.000000  49.000000 91.000000 100.0  39.000000 98.000000 100.0 0.0 0.0
max  24.000000  50.000000 95.000000 100.0  50.000000  95.000000 100.0 0.0 0.0

Figure 8.1 1000 Production Line dataset description.
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Figure 9.1 1000 Production Line Contemporaneous time series data.
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Figure 10. I 1000 Production Line Attributable time series data.

4.2 1 600 Production Line Dataset description

The dataset with the I 600 production line has 296 batches of drugs instead of 176 batches
from I 1000 production line dataset. No other information given if it is the same or different
drugs like I 1000 dataset for the attributable the values we take through the sensors are from 0.0
as the lowest value to 50.0 which is the highest value. The average price is 47.80 the standard
deviation is 3.34. As we can see the dataset is quite imbalanced too as the I 1000 production
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line. We have data for all 296 batches, no batch is missing too. For the contemporaneous and
for the I 600 production line we have a minimum price 50.0 and the maximum price is 94.0 the
mean is 87.44 and the standard deviation is 4.62. No data is missing too and all the 296 prices
for batches are available.

H

Legible Attributable Contemporaneous Original Accurate  Complete Consistent Available Enduring

count 296.000000 298.000000 296.000000 296.0 296.000000 295.000000 296.000000 296.0 296.0
mean  54.658784  47.304054 87.449324 100.0 35405405 97.152027 99.662162 0.0 0.0
std 1.711910 3.344936 4.615831 0.0 5738762 1.820832 5.812382 0.0 0.0
min  79.000000 0.000000 50.000000 100.0 0.000000  33.000000 0.000000 0.0 0.0
25%  84.000000  43.000000 86.000000 100.0  34.000000  97.000000 100.000000 0.0 0.0
50%  84.000000  48.000000 88.000000 100.0 35000000  98.000000 100.000000 0.0 0.0
75%  85.000000  4%.000000 90.000000 100.0  38.000000  98.000000 100.000000 0.0 0.0
max  91.000000  50.000000 94000000 100.0 100.000000  98.000000 100.000000 0.0 0.0

Figure 11. 1 600 Production Line dataset description
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Figure 12. I 600 Production Line Contemporaneous time series data.
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Figure 13.1 600 Production Line Attributable time series data.

The other main part of the data is that of the ALCOA’s. For each batch of drug that was
made, there is a .json file which contains the ALCOA values for each alarm generated by the
sensors. For this reason, the archives of the ALCOA and the archives of the alarms were merged
into one archive where each alarm passes some ALCOA values. After that the files resulting
from the merging of the alarms and the ALCOA were organized into dictionaries. This improved
the readability of the code and allowed it to detect errors. It also allowed the models to be
positioned more efficiently and improved the speed of data analysis.

Another problem that arose is that many of the values from the sensors were missing. This
did not allow the data to take the form we want so that it could be inserted into a neural network.
The way we handled this is to replace the empty values with zeros. In neural networks it is
generally safe to enter the missing values as zero provided that zero is not a significant value.
The network will learn as it analyzes the prices that the value zero does not mean that data is
missing and will start ignoring the prices. [48]. It should be noted that if the network is trained
in data without missing values the network will not learn to ignore them. In this case, scanty
training samples must be created with the missing values. In this case we can copy some values
many times for training and discard some of the functions that the test data is expected to have.

As we can see from the table above, the data for the attributable and the contemporaneous
are very imbalanced. Many machine learning algorithms such RNNs and LSTM Networks
perform better or converge faster when the features are on a relatively similar scale and / or
close to the normal distribution. To solve this problem and in order to normalize the data we
will use two scaling algorithms for continuous variables. The Minmax Scaler and the Standard
Scaler algorithms. The Minmax Scaler is a scaling algorithm that scales the maximum and
minimum values to 0 and 1 respectively. The Standard Scaler scales the values between min and
max so that they fall within a range from min to max. [49]
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5 Results and Discussion

For the needs of this diploma, 3 models it is used for the prediction of Attributable and
Contemporaneous of the ALCOA acronym. These models are LSTM Model, the GRU Model,
and Bi-LSTM Model. The reason these three LSTM models’ networks were chosen instead of
a simple RNN is because these networks are good at finding relationships between continuous
data points often at different lengths of time frames. As are the prices from the sensors in our
dataset. They are able to recognize very good patterns that result from seasonality. They have
a big advantage over other regression models as they look at the recent past in relation to for
example a random forest which works well categorizing the data and detects some seasonality
but examines them in series regardless of time. In order to be able to compare the performance
of the 3 neural networks we will compare the mean absolute error (MAE) and the validation
mean absolute error (VMAE) in all three networks. The LSTM the GRU and the Bi-LSTM.

5.1 Attributable principle and I 600 Dataset

Using the above artificial intelligence algorithms, we will detect if we can see if the data
is collected and attributed to the person who collects it. For the I 600 dataset and for the
attributable the Bi-LSTM Network the MAE is 1.5878 and VMAE is 1.3723. For the GRU
Network the MAE is 1.8811 and the VMAE is 1.3154 and for the LSTM Network the MAE is
1.9603 and for the LSTM Network the VMAE is 1.3235. The price 1.5878 of Bi-LSTM Network
is the best performance number for all networks.

Network | MAE VMAE
Bi-LSTM | 1.5878 | 1.3723
GRU 1.8811 | 1.3154
LSTM 1.9603 | 1.3235

Table 1. Bi-LSTM, GRU, LSTM networks performance comparison for Attributable and I
600 dataset for with no scaling.

The optimal hyperparameters was loss: mean_squared_error, the optimizer: adam, the
dropout set to: 0.2, the optimal learning rate set to: 1e-3 for the Bi-LSTM and learning rate set
to: le-4 for GRU and LSTM Network, Istm_units: 200, epochs: 20, the batch size: 8,
es_patience : 0.5.

HYPERPARAMETERS I 600 dataset no scaling

MSc in Artificial Intelligence & Deep Learning, MSc Thesis
Karidas Dimitris mscaidl-0005. 42



Msc Thesis title: Artificial Intelligence in Pharmaceutical Domain (with emphasis on the data quality).
ALCOA Prediction from Pharmaceutical Industry Line.

NETWORK | LOSS | OPTIMIZER | DROPOUT | LR | LSTM | EPOCHS | BATCH ES
UNITS SIZE | PATIENCE

Bi-LSTM | MSE | ADAM 0,2 le-3 | 200 20 8 0.5

GRU MSE | ADAM 0,2 le-4 | 200 20 8 0.5

LSTM | MSE | ADAM 0,2 le-4 | 200 20 8 0.5

Table 2. Bi-LSTM, GRU, LSTM networks optimal hyperparameter tuning for Attributable

and I 600 dataset with no scaling.

As we see above, the best results were obtained by the Bi-LSTM network with MAE
1.5878 the second was GRU Network with MAE 1.8811 and the third network was the simple
LSTM with 1.9603 of MAE. The above results are also confirmed experimentally with the loss
and val loss curves for each network separately. As we can see in the diagrams below, Bi- LSTM
is superior to the other two neural networks used.
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Figure 14. Loss/ Val loss curve of Bi-LSTM network for Attributable and I 600 dataset with

no scaling.
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Figure 15. Loss/ Val loss curve of GRU network for Attributable and I 600 dataset with no
scaling.
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Figure 16. Loss/ Val loss curve of LSTM network for Attributable and I 600 dataset with no
scaling.

5.1.1 Minmax Scaler

In order to take better performance to our neural networks we applied Minmax Scaler
algorithm to our data. So, for the attributable and the I 600 dataset with Minmax Scaler the Bi-
LSTM Network the MAE is 1.6078 and the VMAE for the Bi-LSTM 1.3773. The GRU Network
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the MAE is 1.8911 and the VMAE is 1.3454 with Minmax Scaler and for the LSTM Network
the MAE is 1.9503 and the VMAE is 1.3435 with the same algorithm.

Network | MAE VMAE
Bi-LSTM | 1.6078 | 1.3773
GRU 1.8911 | 1.3454
LSTM 1.9503 | 1.3435

Table 3. Bi-LSTM, GRU, LSTM networks performance comparison for Attributable and I
600 dataset for with Minmax Scaler algorithm applied.

The hyperparameters for the network in Minmax Scaler was loss: mean_squared_error,
the optimizer: adam, the dropout set to: 0.2, the optimal learning rate set to: 1e-4 for GRU and
LSTM Network and for Bi-LSTM the learning rate is le-3, Istm_units set to: 200, epochs:40,
the batch_size: 8, es patience : 0.5.

HYPERPARAMETERS With MinmaxScaler
NETWORK | LOSS | OPTIMIZER | DROPOUT | LR LSTM | EPOCHS | BATCH ES
UNITS SIZE PATIENCE
Bi-LSTM | MSE ADAM 0,2 le-3 | 200 20 8 0.5
GRU MSE ADAM 0,2 le-4 | 200 20 8 0.5
LSTM MSE ADAM 0,2 le-4 | 200 20 8 0.5

Table 4. Bi-LSTM, GRU, LSTM networks optimal hyperparameter tuning for Attributable and
I 600 dataset with Minmax Scaler algorithm applied.

As we said before we applied Minmax Scaler Algorithm to improve the performance of
our Networks. The best performance with Minmax Scaler Algorithm was again the Bi-LSTM
Network. But we see no improvement with the best result was MAE with 1,6078 instead of
1.5878 MAE with no scaler applied. The Minmax Scaling algorithm has no significant effect in
performance improvement.

This can be seen experimentally in the graphs that exist below where the Bi-LSTM
network is slightly superior but without a significant difference from the other two. The GRU
and single LSTM networks are almost identical in performance.
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Minmax Scaling Attributable Bi-LSTM
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Figure 17. Loss/ Val loss curve of Bi-LSTM network for Attributable and I 600 dataset with
with Minmax Scaler algorithm applied.
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Figure 18. Loss/ Val loss curve of GRU network for Attributable and I 600 dataset with with
Minmax Scaler algorithm applied.
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Minmax Scaling Attributable LSTM
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Figure 19. Loss/ Val loss curve of LSTM network for Attributable and I 600 dataset with
Minmax Scaler algorithm applied.

5.1.2 Standard Scaler

With Standard Scaler algorithm applied in our dataset the Bi-LSTM has a performance
1.6630 in MAE and 1.3032 in VMAE. The GRU Network has MAE 1.9337 and VMAE 1.2904
with Standard Scaler applied and the LSTM Network the MAE is 1.9970 and the VMAE is
1.2872 with the same algorithm applied.

Network | MAE VMAE
Bi-LSTM | 1.6630 | 1.3032
GRU 1.9337 | 1.2904
LSTM 1.9970 | 1.2872

Table 5. Bi-LSTM, GRU, LSTM networks performance comparison for Attributable and I
600 dataset for with Standard Scaler algorithm applied.

The hyperparameters for the networks in Standard Scaler was loss: mean_squared_error,
the optimizer set: adam, the dropout: 0.2, the optimal learning rate set to: le-4 for GRU and
LSTM and le-3 for Bi-LSTM, the Istm_units: 200, epochs:40, the batch_size: 8, es_patience :
0.5.

HYPERPARAMETERS With StandardScaler
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NETWORK | LOSS | OPTIMIZER | DROPOUT | LR | LSTM | EPOCHS | BATCH ES
UNITS SIZE | PATIENCE

Bi-LSTM | MSE | ADAM 0,2 le-3 | 200 20 8 0.5

GRU MSE | ADAM 0,2 le-4 | 200 20 8 0.5

LSTM | MSE | ADAM 0,2 le-4 | 200 20 8 0.5

Table 6. Bi-LSTM, GRU, LSTM networks optimal hyperparameter tuning for Attributable and
1 600 dataset with Standard Scaler algorithm applied.

With Standard Scaler applied to our dataset the best results were achieved with Bi-LSTM
Network with 1.6630 MAE but we did not see any good improvement in our results as in
Minmax Scaler.

The similarity in the loss and val/ loss graphs where the minmax algorithm was applied is
obvious. The Bi-LSTM network shows slightly better results and the GRU and LSTM networks
are almost identical in performance.
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Figure 20. Loss/ Val loss curve of Bi-LSTM network for Attributable and I 600 dataset with
Standard Scaler algorithm applied.
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Standard Scaling Attributable GRU
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Figure 21. Loss/ Val loss curve of GRU network for Attributable and I 600 dataset with
Standard Scaler algorithm applied.
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Figure 22. Loss/ Val loss curve of LSTM network for Attributable and I 600 dataset with
Standard Scaler algorithm applied.

5.1.3 Prediction from previous Attributable prices for I 600 dataset.

The purpose of this master thesis is to be able to detect if we can predict future ALCOA
prices from previous ones. [50] So, we made a class the Regressor Class of it and created and
trained a model with a random forest regressor with reference to the 30 previous ALCOA. This
means that the model uses the previous thirty ALCOA values for prediction. Since we want to
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predict the attributable it makes sense to use the previous attributable 30 values. We can see the
performance of the model to the following curve. This model has Test error (MSE): 2.83422
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Figure 23. Prediction of Attributable for I 600 dataset with random forest regression model.
The performance of the model was: Test error (MSE): 2.83422

As we have seen, the Autoregressive class took into account the last 30 attributable
ALCOA values. But no one is sure if these prices are the best. Thus, a new class was created,
the search grid search class in a random forest model which is looking for the best parameters.
This model with grid search has Test error (MSE): 2.9538063879668854.
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Figure 24. Prediction of Attributable for I 600 dataset with random forest regression model with
grid search. The performance of the model was: Test error (MSE): 2.9538063879668854.

Some automated prediction and custom-made models follow a prediction strategy in
which one prediction is based on the previous one. So, an alternative is to train the model for
each step we need to anticipate. This strategy is the immediate prediction of multiple steps and
1s more accurate than the retrospective as it requires training of multiple models however in
some scenarios it can and gives better results. In contrast to the automatic prediction models
with automatic regression where we had to indicate the number of steps. For this we must use a
linear model with a lasso value for regression. [51] These models require the standardization of
forecasts, so it is combined with a Standard Scaler using Pipeline. [52] This model shows Test
error (MSE) 3.5926376838689946
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Figure 25. Prediction of Attributable for I 600 dataset with auto regressor model with Lasso
Penalty. The performance of the model was: Test error (MSE) 3.5926376838689946.

For the final and in order to find the prediction error we train a simple linear regression
model with the 30 last ALCOA values and the result was, test error (MSE):
3.395375850595643. This result can be seen in the figure below.
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Figure 26. Prediction of Attributable for I 600 dataset with a linear regression model. The figure
shows the last 30 batches which used for evaluate the prediction. The performance of the model
was: Test error (MSE): 3.395375850595643.
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The table below shows that the best model for I 600 dataset and Attributable principle is
the Random Forest model with Test error (MSE): 2.83422. The Random Forest with best
Hyperparameters Test error (MSE): 2.9538063879668854 is the second-best model. The Linear
Regression model has a Test error (MSE): 3.395375850595643 and it is in the third place. The
worst performance model is Lasso Alpha Penalty model with test error (MSE)
3.5926376838689946.

Dataset ALCOA Model Performance
1600 Attributable Random Forest Test error (MSE): 2.83422
Random Forest with best Test error (MSE):

1600 Attributable Hyperparameters 2.9538063879668854
Test error (MSE)

1600 Attributable Lasso Alpha Penalty 3.5926376838689946
Test error (MSE):

1600 Attributable Linear Regression 3.395375850595643

Table 7. Performance comparison of the four regression models used for prediction of
Attributable for I 600 dataset.

5.2 Attributable principle and I 1000 dataset

For the I 1000 dataset and for the attributable the Bi-LSTM Network the performance of
MAE is 1.5814 and VMAE is 0.8381. For the GRU Network the MAE is 2.0532 and the and
VMAE is 0.8437 and for the LSTM Network the MAE is 1.6865 and for the LSTM Network
the VMAE is 0.8565.

Network | MAE VMAE
Bi-LSTM | 1.5814 | 0.8381
GRU 2.0532 | 0.8437
LSTM 1.6865 | 0.8565

Table 8. Bi-LSTM, GRU, LSTM networks performance comparison for Attributable and I 1000
dataset for with no scaling.

The hyperparameters was loss: mean squared error, the optimizer set as: adam, the
dropout set to: 0.2, the optimal learning rate set to: 1e-3 for the Bi-LSTM and learning rate set
to: le-4 for GRU and LSTM Network too, Istm_units: 200, epochs: 15 for the Bi-LSTM and 20
epochs for GRU and LSTM Networks, the batch size: 8, es_patience : 0.5 for Bi-LSTM and 0.4
for GRU and LSTM Networks too.
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HYPERPARAMETERS I 1000 dataset with no scaling
NETWORK | LOSS | OPTIMIZER | DROPOUT | LR LSTM | EPOCHS | BATCH ES
UNITS SIZE PATIENCE
Bi-LSTM | MSE | ADAM 0,2 le-3 | 200 15 8 0.5
GRU MSE | ADAM 0,2 le-4 | 200 20 8 0.4
LSTM | MSE | ADAM 0,2 le-4 | 200 20 8 0.4

Table 9. Bi-LSTM, GRU, LSTM networks optimal hyperparameter tuning for Attributable and
I 1000 dataset with no scaling.

For the I 1000 dataset with no scaling in our data the best performance was with Bi-LSTM
with MAE 1.5814 the LSTM network has the second performance with 1.6865 and GRU
Network with 2.0532 was third. The two results 1.5878 for I 600 dataset and 1.5814 for I 1000
dataset are very close and with similar hyperparameter tuning.

For the I 1000 dataset the Bi-LSTM network in the loss and val/ loss curve shows the
fewest losses between train and validation. The similarity with I 600 dataset above is very big.
This also applies to the other two networks, GRU and LSTM. In I 1000 dataset the GRU and
LSTM shows better performance because the VMAE in these two networks is better as we can
see in two graphs below.
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Figure 27. Loss/ Val loss curve of Bi-LSTM network for Attributable and I 1000 dataset with
no scaling.
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Figure 28. Loss/ Val loss curve of GRU network for Attributable and I 1000 dataset with no
scaling.
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Figure 29. Loss/ Val loss curve of GRU network for Attributable and I 1000 dataset with no
scaling.

5.2.1 Minmax Scaler

In order to take better performance to our neural networks we applied Minmax Scaler
algorithm to our data. So, for the attributable and the I 1000 dataset with Minmax Scaler the Bi-
LSTM Network the MAE is 1.5866 and the VMAE for the Bi-LSTM 0.8429. The GRU Network
the MAE is 1.7525 and the VMAE is 0.8345 with Minmax Scaler and for the LSTM Network
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the MAE is 1.4858 and the VMAE is 0.8705 with the same algorithm applied. The MAE 1.4858
of LSTM network with minmax scaling is the best performance of Attributable and I 1000
dataset.

Network | MAE | VMAE
Bi-LSTM | 1.5866 | 0.8429
GRU 1.7525 | 0.8345
LSTM 1.4858 | 0.8705

Table 10. Bi-LSTM, GRU, LSTM networks performance comparison for Attributable and I
1000 dataset for with Minmax Scaler algorithm applied.

The hyperparameters for each network in Minmax Scaler was loss: mean_squared_error,
the optimizer: adam, the dropout set to: 0.2, the optimal learning rate set to: 1e-4 for GRU and
LSTM Network and for Bi-LSTM the learning rate is le-3, Istm_units set to: 200, epochs: 15
for Bi-LSTM and 20 epochs for GRU and LSTM, the batch_size: 8, es_patience : 0.5.

HYPERPARAMETERS with Mixmax Scaler
NETWORK | LOSS | OPTIMIZER | DROPOUT | LR | LSTM | EPOCHS | BATCH ES
UNITS SIZE | PATIENCE
Bi-LSTM | MSE | ADAM 0,2 le-3 | 200 15 8 0.5
GRU MSE | ADAM 0,2 le-4 | 200 20 8 0.4
LSTM | MSE | ADAM 0,2 le-4 | 200 20 8 0.4

Table 11. Bi-LSTM, GRU, LSTM networks optimal hyperparameter tuning for Attributable
and I 1000 dataset with Minmax Scaler algorithm applied.

With Minmax Scaler applied on the network, we did not see any improvement in our
results as in the I 600 dataset. The best result was the single LSTM network with 1.4858 MAE
and Bi- LSTM 1.5866.

The loss/ val loss curves come the results with Minmax Scaliling where the LSTM
network got the best results along with the Bi-LSTM network. As we see, these two networks
are trained in only 4-5 epochs.
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Figure 30. Loss/ Val loss curve of Bi-LSTM network for Attributable and I 1000 dataset with
Minmax Scaling.
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Figure 31. Loss/ Val loss curve of GRU network for Attributable and I 1000 dataset with
Minmax Scaling.
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Figure 32. Loss/ Val loss curve of LSTM network for Attributable and I 1000 dataset with
Minmax Scaling.

5.2.2 Standard Scaler

With Standard Scaler applied in our dataset the Bi-LSTM network has a performance
1.5718 in MAE and 0.8400 in VMAE. The GRU Network has MAE 1.7616 and VMAE 0.8345
with Standard Scaler applied and the LSTM Network the MAE is 1.4905 and the VMAE is
0.8506 with the same algorithm applied.

Network | MAE VMAE
Bi-LSTM | 1.5718 | 0.8400
GRU 1.7616 | 0.8345
LSTM 1.4905 | 0.8506

Table 12. Bi-LSTM, GRU, LSTM networks performance comparison for Attributable and I
1000 dataset for with Standard Scaler algorithm applied.

The hyperparameters for the networks in Standard Scaler was loss: mean_squared_error,
the optimizer set as: adam, the dropout: 0.2, the optimal learning rate set to: 1e-4 for GRU and
LSTM and 1e-3 for Bi-LSTM, Istm_units: 200, epochs:15 for Bi-LSTM and 20 epochs for GRU
and LSTM Networks, the batch_size: 8, es_patience : 0.5.

HYPERPARAMETERS with StandardScaler
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NETWORK | LOSS | OPTIMIZER | DROPOUT | LR | LSTM | EPOCHS | BATCH ES
UNITS SIZE | PATIENCE

Bi-LSTM | MSE | ADAM 0,2 le-3 | 200 15 8 0.5

GRU MSE | ADAM 0,2 le-4 | 200 20 8 0.4

LSTM | MSE | ADAM 0,2 le-4 | 200 20 8 0.4

Table 13. Bi-LSTM, GRU, LSTM networks optimal hyperparameter tuning for Attributable and
1 1000 dataset with Standard Scaler algorithm applied.

With Standard Scaler applied on the network too, we did not see any significance
improvement in our results. The best result was the single LSTM network as with Minmax
Scaler with 1.4905 MAE and Bi- LSTM 1.5718.

As in the other scaling, the loss val/ loss curves completely confirm the result for the
Standard Scaling. The LSTM network shows better results along with the Bi-LSTM and they
only need 4 epochs to train what this has to do with system optimization.
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Figure 33. Loss/ Val loss curve of Bi-LSTM network for Attributable and I 1000 dataset with
Standard Scaling.
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Figure 34. Loss/ Val loss curve of GRU network for Attributable and I 1000 dataset with
Standard Scaling.
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Figure 35. Loss/ Val loss curve of LSTM network for Attributable and I 1000 dataset with
Standard scaling.

5.2.3 Prediction from previous Attributable prices I 1000 dataset

As in the attributable of the I 600 the first prediction model of the attributable from the
ALCOA for I 1000 dataset is the random forest regression model for the last 30 attributable
values of ALCOA. The result is Test error (MSE): 1.3849400000000012.
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Figure 36. Prediction of Attributable for I 1000 dataset with random forest regression model.
The performance of the model was: Test error (MSE): 1.3849400000000012.

Then to improve the model we looked to see which of these default parameters is best. So,
we used a library that provides the grid search forecaster function like I 600 dataset that it
compares the results obtained with each model configuration. The result is: (MSE)
1.7344624646202926
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Figure 37. Prediction of Attributable for I 600 dataset with random forest regression model with
grid search. The performance of the model was: Test error (MSE) 1.7344624646202926.

And for final like the method, we used in I 600 dataset we applied the linear model with
Lasso penalty like a regressor and the result was Test error (MSE) 1.6038020049755768.
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Figure 38. Prediction of Attributable for I 600 dataset with auto regressor model with Lasso
Penalty. The performance of the model was: Test error (MSE) 1.6038020049755768.

In order to find the prediction error when using an autoregressor method like linear
regression. We train a model and the last 30 prices for the Attributable of the ALCOA data used
for prediction. The test error (MSE): 1.5267208846444105
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Figure 39. Prediction of Attributable for I 600 dataset with a linear regression model. The figure
shows the last 30 batches which used for evaluate the prediction. The performance of the model
was: The test error (MSE): 1.5267208846444105.

MSc in Artificial Intelligence & Deep Learning, MSc Thesis
Karidas Dimitris mscaidl-0005. 63



Msc Thesis title: Artificial Intelligence in Pharmaceutical Domain (with emphasis on the data quality).
ALCOA Prediction from Pharmaceutical Industry Line.

As we can see in the table below the best model for Attributable and I 1000 dataset, is the
Random Forest with (MSE): 1.3849400000000012. The random forest model worked very well
but also failed to predict the future ALCOA values. But this is an interesting observation that
simple machine learning models can be used to predict ALCOA values without resorting to
more complex neural networks, and that this possibility should also be considered.

The second-best model is the Linear Regression model with Test error (MSE):
1.5267208846444105. The third best model is the autoregreesor model with Lasso Alpha
Penalty with (MSE) 1.6038020049755768. The worst model is Random Forest with best
Hyperparameters with Test error (MSE): 1.7344624646202926.

Dataset ALCOA Model Performance
Test error (mse):
11000 Attributable Random Forest 1.3849400000000012
Random Forest with best Test error (mse):
11000 Attributable Hyperparameters 1.7344624646202926
Test error (mse)
11000 Attributable Lasso Alpha Penalty 1.6038020049755768
Test error (mse):
11000 Attributable Linear Regression 1.5267208846444105

Table 14. Performance comparison of the four regression models used for prediction of
Attributable for I 1000 dataset.

5.3 Contemporaneous principle and I 600 Dataset

For the same reason and to determine whether the artificial intelligence models used above
can predict whether the data was collected at the time it was created, this means that the data is
Contemporaneous from the ALCOA acronym. This should be done in such a way that their
continuity is maintained and the data can be displayed whenever required.

Using the I 600 dataset and for the Contemporaneous, the Bi-LSTM Network the MAE is
3.2269 and VMAE is 3.2292. This price 3,229 is the best performance of all networks for I 600
dataset. For the GRU Network the MAE is 3.7810 and the and VMAE is 3.2096 and for the
LSTM Network the MAE is 3.9712 and for the LSTM Network the VMAE is 3.3155.

Network | MAE VMAE
Bi-LSTM | 3.2269 | 3.2292
GRU 3.7810 | 3.2096
LSTM 3.9712 | 3.3155
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Table 15. Bi-LSTM, GRU, LSTM networks performance comparison for Contemporaneous
and I 600 dataset for with no scaling.

The hyperparameters was loss: mean_squared_error, the optimizer: adam, the dropout set
to: 0.2, the optimal learning rate set to: le-3 for the Bi-LSTM for GRU and LSTM
Network, Istm_units: 200, epochs: 20, batch size: 4 for Bi-LSTM and GRU and for LSTM
batch size set to 8, es_patience : 0.5 for Bi-LSTM and 0.4 for GRU and LSTM.

HYPERPARAMETERS
NETWORK | LOSS | OPTIMIZER | DROPOUT | LR | LSTM | EPOCHS | BATCH ES
UNITS SIZE | PATIENCE
Bi-LSTM | MSE | ADAM 0,2 le-3 | 200 20 4 0.5
GRU MSE | ADAM 0,2 le-3 | 200 20 4 0.4
LSTM | MSE| ADAM 0,2 le-3 | 200 20 8 0.4
Table 16. Bi-LSTM, GRU, LSTM networks optimal hyperparameter tuning for

Contemporaneous and I 600 dataset with no scaling.

As we can see to the graphs below, the best results were obtained by the Bi-LSTM like the
attributable network with MAE 3.2269 the second was GRU Network with MAE 3.7810 and
the third network was the simple LSTM with 3.9712 of MAE.

As we saw from the MAE above, it is expected that the models here will be presented with a
larger underfit. This can also be seen from the loss val/ loss curves. The Bi- LSTM network
shows smaller underfit than to two others. The network wants only 4-5 epochs to train than 9-
11 epochs to GRU and 15-20 the single LSTM.
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Figure 40. Loss/ Val loss curve of Bi-LSTM network for Contemporaneous and I 600 dataset

with no scaling.
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Figure 41. Loss/ Val loss curve of GRU network for Contemporaneous and I 600 dataset with

no scaling.
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Figure 42. Loss/ Val loss curve of LSTM network for Contemporaneous and I 600 dataset with
no scaling.

5.3.1 Minmax Scaler
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With Minmax Scaler applied in I 600 dataset for the Contemporaneous the Bi-LSTM has
a performance 3,5263 in MAE and 3,2226 in VMAE. The GRU Network has MAE 4,0007 and
VMAE 3,1866 with Standard Scaler applied and the LSTM Network the MAE is 3,8919 and
the VMAE is 3,213 1with the same algorithm applied.

Network | MAE VMAE
Bi-LSTM | 3.5263 | 3.2226
GRU 4.0007 | 3.1866
LSTM 3.8919 |3.2131

Table 17. Bi-LSTM, GRU, LSTM networks performance comparison for Contemporaneous
and I 600 dataset for with Minmax Scaler.

The hyperparameters was loss: mean_squared_error, the optimizer: adam, the dropout set
to: 0.2, the optimal learning rate set to: le-3 for the Bi-LSTM for GRU and LSTM Network,
Istm_units: 200, epochs: 20 for Bi-LSTM and GRU and 40 epochs for LSTM the the batch_size:
4 for Bi-LSTM and GRU and for LSTM batch size set to 8, es_patience: 0.5 for Bi-LSTM and
0.4 for GRU and LSTM.

HYPERPARAMETERS with Mixmax Scaler
NETWORK | LOSS | OPTIMIZER | DROPOUT | LR | LSTM | EPOCHS | BATCH ES
UNITS SIZE | PATIENCE
Bi-LSTM | MSE | ADAM 0,2 le-3 | 200 20 4 0.5
GRU MSE | ADAM 0,2 le-3 | 200 20 4 0.4
LSTM | MSE | ADAM 0,2 le-3 | 200 40 8 0.4
Table 18. Bi-LSTM, GRU, LSTM networks optimal hyperparameter tuning for

Contemporaneous and I 600 dataset with Minmax Scaler.

In order to improve the performance of our networks we applied Mixmax Scaler in our
data too. The best performance was Bi-LSTM network with 3.5263 with second the LSTM
network with MAE 3.8919.

The Minmax Scaling only helps the three networks to train faster but the underfit is the
same. Again, the Bi- LSTM Network has the smaller underfit.
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Figure 43. Loss/ Val loss curve of Bi-LSTM network for Contemporaneous and I 600 dataset
with Minmax Scaling.
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Figure 44. Loss/ Val loss curve of GRU network for Contemporaneous and I 600 dataset with
Minmax Scaling.
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Figure 45. Loss/ Val loss curve of LSTM network for Contemporaneous and I 600 dataset with
Minmax Scaling.

5.3.2 Standard Scaler

With Standard Scaler applied in our dataset the Bi-LSTM has a performance 3.4792 in
MAE and 3.1656 in VMAE. The GRU Network has MAE 3.7858 and VMAE 3.1861 with
Standard Scaler applied and the LSTM Network the MAE is 3.999 and the VMAE is 3.2258
with the same algorithm applied.

Network | MAE VMAE
Bi-LSTM | 3,4792 | 3,1656
GRU 3,7858 | 3,1861
LSTM 3,9999 | 3,2258

Table 19. Bi-LSTM, GRU, LSTM networks performance comparison for Contemporaneous
and I 600 dataset for with Standard scaler.

The hyperparameters was loss: mean_squared _error, the optimizer as: adam, the dropout
set to: 0.2, the optimal learning rate set to: le-3, Istm_units: 200, epochs: 20 for Bi-LSTM and
GRU and 40 epochs for LSTM the the batch size: 4 for Bi-LSTM and GRU and for LSTM
batch size set to 8, es_patience : 0.5 for Bi-LSTM and 0.4 for GRU and LSTM.
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HYPERPARAMETERS with Standard Scaler
NETWORK | LOSS | OPTIMIZER | DROPOUT | LR | LSTM | EPOCHS | BATCH ES
UNITS SIZE | PATIENCE
Bi-LSTM | MSE | ADAM 0,2 le-3 | 200 20 4 0.5
GRU MSE | ADAM 0,2 le-3 | 200 20 4 0.4
LSTM | MSE | ADAM 0,2 le-3 | 200 40 8 0.4
Table 20. Bi-LSTM, GRU, LSTM networks optimal hyperparameter tuning for

Contemporaneous and I 600 dataset with standard Scaler.

With Standard Scaler applied the MAE for Bi-LSTM is 3.4792 which is the best
performance like Minmax scaler. Like above the Standard Scaler algorithm has no significance
performance improvement.

As we see from above the Minmax Scaling helps our networks to train faster. The underfit
is the same and again the Bi-LSTM shows better performance than the other two networks as
we can see from our loss and val/ loss curves.
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Figure 46. Loss/ Val loss curve of Bi-LSTM network for Contemporaneous and I 600 dataset
with Standard Scaler.
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Figure 47. Loss/ Val loss curve of GRU network for Contemporaneous and I 600 dataset with
Standard Scaler.
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Figure 48. Loss/ Val loss curve of LSTM network for Contemporaneous and I 600 dataset with
Standard Scaler.

5.3.3 Prediction from previous Contemporaneous prices I 600 dataset.

And for Contemporaneous principle we used the same algorithms and models to predict
the future Contemporaneous from ALCOA prices. Our first model is a random forest regression.
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This model takes the last 30 prices of Contemporancous ALCOA prices. This model has a Test
error (MSE): 45.466243333333324. The prediction curve is shown below.
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Figure 49. Prediction of Contemporaneous for I 600 dataset with random forest regression
model. The performance of the model was: Test error (MSE): 45.466243333333324.

The second model is a forecaster with the best hypermeters in order to improve the model
and the MSE and implemented a random forest model like the previous Attributable data. The
test error (MSE) of this model is: 40.6529824518856.

MSc in Artificial Intelligence & Deep Learning, MSc Thesis
Karidas Dimitris mscaidl-0005. 72



Msc Thesis title: Artificial Intelligence in Pharmaceutical Domain (with emphasis on the data quality).
ALCOA Prediction from Pharmaceutical Industry Line.

—— frain
test
—— predictions

0 50 100 150 200 250 300

Figure 50. Prediction of Contemporaneous for I 600 dataset with random forest regression
model with grid search. The performance of the model was: (MSE) of this model is:
40.6529824518856.

The third model is the auto regressor with lasso penalty is used as a regression. The model
performance is Test error (MSE) 40.59479708636836. We can see this performance in the graph
below.
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Figure 51. Prediction of Contemporaneous for I 600 dataset with auto regressor model with
Lasso Penalty. The performance of the model was: Test error (MSE) 40.59479708636836.

In order to calculate the network prediction error, we trained a regression model with
linear regression. This model has a Test error (MSE): 40.05476184483597. The performance of
this model can be seen below.
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Figure 52. Prediction of Contemporaneous for I 600 dataset with a linear regression model. The

figure shows the last 30 batches which used for evaluate the prediction. The performance of the
model was: The test error (MSE): 40.05476184483597.
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The table below shows the best performance the Linear Regression model with test error
40.05476184483597. This price is close to Random Forest with best Hyperparameters and the
model with lasso penalty.

Dataset ALCOA Model Performance

1600 Contemporaneous | Random Forest Test error (MSE): 45.466243333333324
Random Forest with best

1600 Contemporaneous | Hyperparameters Test error (MSE): 40.6529824518856

1600 Contemporaneous | Lasso Alpha Penalty Test error (MSE): 40.5947970866836

1600 Contemporaneous | Linear Regression Test error (MSE): 40.05476184483597

Table 21. Performance comparison of the four regression models used for prediction of
Contemporaneous for I 600 dataset.

5.4 Contemporaneous principle and I 1000 Dataset

Using the I 1000 dataset we will try to predict and see if the data is contemporaneous. The
Bi-LSTM network has a MAE 4.5098 and VMAE 4.5926 the GRU network MAE is 4.8771 and
VMAE 4.5934 and LSTM performance in MAE is 5.7342 and VMAE 5.7881.

Network | MAE VMAE
Bi-LSTM | 4.5098 | 4.5926
GRU 4.8771 |4.5934
LSTM 5.7342 | 5.7881

Table 22. Bi-LSTM, GRU, LSTM networks performance comparison for Contemporaneous
and I 1000 dataset for with no scaling.

The hyperparameters was loss: mean_squared_error, the optimizer: adam, the dropout set
to: 0.2, the optimal learning rate set to: le-3 for the Bi-LSTM for GRU and LSTM
Network, Istm_units: 200, epochs: 40, the batch size: 8 for Bi-LSTM and for GRU, LSTM
batch size set to 4, es_patience : 0.5 for Bi-LSTM and 0.4 for GRU and LSTM.

HYPERPARAMETERS
NETWORK | LOSS | OPTIMIZER | DROPOUT | LR | LSTM | EPOCHS | BATCH ES
UNITS SIZE | PATIENCE
Bi-LSTM | MSE | ADAM 0,2 le-3 | 200 40 8 0.5
GRU MSE | ADAM 0,2 le-3 | 200 40 4 0.4
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LSTM | MSE| ADAM 0,2 le-3 | 200 40 4 0.4

Table 23. Bi-LSTM, GRU, LSTM networks optimal hyperparameter tuning for
Contemporaneous and I 1000 dataset with no scaling.

For the I 1000 dataset and the best performance was by Bi-LSTM network with 4.5098
MAE. The GRU Network has 4.8771 MAE and LSTM Network has 5.7342 MAE.

The contemporaneous for I 1000 dataset has a big underfit in loss/ val loss curves. The
best performance is for Bi-LSTM network. Bi-LSTM and GRU networks need 11-15 epochs to
train the LSTM need around 25 epochs to train, with better performance the Bi-LSTM network.
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Figure 53. Loss/ Val loss curve of Bi-LSTM network for Contemporaneous and I 1000 dataset
with no Scaling.
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Figure 54. Loss/ Val loss curve of GRU network for Contemporaneous and I 1000 dataset with
no scaling.
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Figure 55. Loss/ Val loss curve of LSTM network for Contemporaneous and I 1000 dataset
with no scaling.

5.4.1 Minmax Scaler

With Minmax Scaler applied in I 1000 dataset for the Contemporaneous the Bi-LSTM has
a performance 4.4756 in MAE and in 4.5612 VMAE. The GRU Network has MAE 4.5399 and
VMAE 4.5984 with Standard Scaler applied and the LSTM Network the MAE is 4.8464 and
the VMAE is 4.6192 with the same algorithm applied.
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Network | MAE VMAE
Bi-LSTM | 4.4756 | 4.5612
GRU 4.5399 |4.5984
LSTM 4.8464 | 4.6192

Table 24. Bi-LSTM, GRU, LSTM networks performance comparison for Contemporaneous
and I 1000 dataset for with Minmax Scaler.

The hyperparameters was loss: mean_squared_error, the optimizer: adam, the dropout set
to: 0.2, the optimal learning rate set to: le-3 for the Bi-LSTM for GRU and LSTM Network,
Istm_units: 200, epochs: 20 for Bi-LSTM and GRU and 40 epochs for LSTM the the batch_size:
4 for Bi-LSTM and GRU and for LSTM batch size set to 8, es_patience : 0.5 for Bi-LSTM and
0.4 for GRU and LSTM.

HYPERPARAMETERS with Mixmax Scaler
NETWORK | LOSS | OPTIMIZER | DROPOUT | LR | LSTM | EPOCHS | BATCH ES
UNITS SIZE | PATIENCE
Bi-LSTM | MSE | ADAM 0,2 le-3 | 200 20 4 0.5
GRU MSE | ADAM 0,2 le-3 | 200 20 8 0.4
LSTM | MSE | ADAM 0,2 le-3 | 200 40 8 0.4
Table 25. Bi-LSTM, GRU, LSTM networks optimal hyperparameter tuning for

Contemporaneous and I 1000 dataset with Minmax Scaler.

With Minmax Scaler applied the performance has no significant improvement with MAE
4.4756 in Bi- LSTM network and GRU Network 4.5399 MAE. The Minmax scaler it did not
help our network to train faster at all, nor did it reduce the underfit. Again, the Bi- LSTM
network shows better performance than the other two networks but the underfit is big again too.
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Figure 56. Loss/ Val loss curve of Bi-LSTM network for Contemporaneous and I 1000 dataset
with Minmax Scaler.
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Figure 57. Loss/ Val loss curve of GRU network for Contemporaneous and I 1000 dataset with
Minmax Scaler.
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Figure 58. Loss/ Val loss curve of LSTM network for Contemporaneous and I 1000 dataset
with Minmax Scaler.

5.4.2 Standard Scaler

With Standard Scaler applied in our I 1000 dataset the Bi-LSTM has a performance 4.4318
in MAE and 4.5008 VMAE. The GRU Network has MAE 5.0021 and VMAE 5.3025 with
Standard Scaler applied and the LSTM Network the MAE 4.5948 is and the VMAE is 4.6140
with the same algorithm applied. The performance of Bi-LSTM with 4,4318 MAE, of this
network is the best performance of all networks for Contemporaneous and I 1000 dataset.

Network | MAE VMAE
Bi-LSTM | 4.4318 | 4.5008
GRU 5.0021 |5.3025
LSTM 4.5948 |4.6140

Table 26. Bi-LSTM, GRU, LSTM networks performance comparison for Contemporaneous
and I 1000 dataset for with Standard Scaler.

The hyperparameters was loss: mean_squared_error, the optimizer as: adam, the dropout
set to: 0.2, the optimal learning rate set to: le-3 for Bi -LSTM and 1e-4 for GRU and LSTM,
Istm_units set to: 200, epochs: 40 for Bi-LSTM and 60 epochs GRU and LSTM the the
batch_size: 8 for Bi-LSTM, GRU and for LSTM the batch size set to 4, es_patience: 0.5 for Bi-
LSTM and 0.4 for GRU and LSTM.
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HYPERPARAMETERS with Standard Scaler
NETWORK | LOSS | OPTIMIZER | DROPOUT | LR | LSTM | EPOCHS | BATCH ES
UNITS SIZE | PATIENCE
Bi-LSTM | MSE | ADAM 0,2 le-3 | 200 40 8 0.5
GRU MSE | ADAM 0,2 le-4 | 200 60 4 0.4
LSTM | MSE | ADAM 0,2 le-4 | 200 60 4 0.4
Table 27. Bi-LSTM, GRU, LSTM networks optimal hyperparameter tuning for

Contemporaneous and I 1000 dataset with Standard scaler.

With Standard Scaler algorithm applied the results in MAE in Bi- LSTM was close to
Minmax Scaler algorithm with 4.4318 in MAE the LSTM has MAE 4.5948 and for GRU
network the MAE is 5.0021.

The same goes for Standard Scaling. It did not help to reduce the underfit, nor should the
models run and learn faster. The GRU model went even worse so he needed about 60 seasons
to train. And here the Bi-LSTM model shows better behavior than the two others. It takes less
time and resources to train and display the smallest underfit. As shown in the curves loss and
val/ loss below.
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Figure 59. Loss/ Val loss curve of Bi-LSTM network for Contemporaneous and I 1000 dataset
with Standard Scaler.
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Figure 60. Loss/ Val loss curve of GRU network for Contemporaneous and I 1000 dataset with
Standard Scaler.
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Figure 61. Loss/ Val loss curve of LSTM network for Contemporaneous and I 1000 dataset
with Standard Scaler.

5.4.3 Prediction from previous Contemporaneous prices I 1000 dataset.

In order to predict the future prices of contemporaneous from the previous 30
contemporaneous prices of ALCOA, we trained a random forest model as we did for the I 600

MSc in Artificial Intelligence & Deep Learning, MSc Thesis
Karidas Dimitris mscaidl-0005. 82



Msc Thesis title: Artificial Intelligence in Pharmaceutical Domain (with emphasis on the data quality).
ALCOA Prediction from Pharmaceutical Industry Line.

dataset. The random forest regressor has a total Test error (MSE): 77.08506000000001. This
can see to the chart below.

—— frain
test
—— predictions

] 25 50 =] 100 125 150 175

Figure 62. Prediction of Contemporaneous for I 1000 dataset with random forest regression
model. The performance of the model was: Test error (MSE): 77.08506000000001.

The next model as we have seen is a random forest model with the best hyperparameters.
The performance of this model is Test error (MSE): 70.67621716463478. As we can see this
model failed to predict the ALCOA too.
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Figure 63. Prediction of Contemporaneous for I 1000 dataset with random forest regression
model with grid search. The performance of the model was: Test error (MSE):
70.67621716463478.

The next model is the autoregressor model with lasso penalty which is used as a regression
model. Having a Standard Scaler and one pipeline. The model performance is Test error (MSE)
65.75462106717687.
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Figure 64. Prediction of Contemporaneous for I 1000 dataset with auto regressor model with
Lasso Penalty. The performance of the model was: Test error (MSE) 65.75462106717687.

The last is the forecaster with linear regression in order to find the prediction error. The
test error (MSE): 60.135593776713236 and the plot is seen in the chart below.
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Figure 65. Prediction of Contemporaneous for I 1000 dataset with a linear regression model.
The figure shows the last 30 batches which used for evaluate the prediction. The performance
of the model was: Test error (MSE): 60.135593776713236.
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As we can see in the table below the best performance is the Linear Regression model with the
test error 60.135593776713236.

Dataset ALCOA Model Performance
Test error (MSE):

1 1000 Contemporaneous | Random Forest 77.08506000000001

Random Forest with best Test error (MSE):

1 1000 Contemporaneous | Hyperparameters 70.67621716463478
Test error (MSE)

| 1000 Contemporaneous | Lasso Alpha Penalty 65.75462106717687
Test error (MSE):

1 1000 Contemporaneous | Linear Regression 60.135593776713236

Table 28. Performance comparison of the four regression models used for prediction of
Contemporaneous for I 1000 dataset.

6 Conclusion

Certainly, the prices of Attributable and Contemporaneous can in no case be used to
predict future ALCOA in a pharmaceutical industry. The Attributable has a much better
performance than the Contemporaneous, but in no case can this be used as a prediction model
of Attributable in a pharmaceutical industry. The possibility of data interference is limited to
impossible. We could not add new data in any way and try to keep the data in its original form
because such a thing would undermine the principle of ALCOA that his data that the data should
be original and accurate.

The best result for Attributable principle for I 600 dataset is the Bi-LSTM Network with
MAE 1.5878 and without any scaling. For I 1000 dataset the best performance result was the
LSTM network with MAE 1.4858 with Minmax Scaling. As we see in dataset description for
the I 600 dataset the standard deviation is 3,444936 for the prices and for the I 1000 dataset the
standard deviation of the prices is 2,139274. The MAE performance of neural networks is better
but not significance better to use them in prediction of this ALCOA principle.

For Contemporaneous principle the standard deviation of I 600 dataset is 4,615831 and
for I 1000 dataset the standard deviation is 6,316490. The best performance is for I 1000 dataset
is 4.4318 and achieved with Bi-LSTM network with Standard Scaling. The best performance
for I 600 dataset is the 3.2269 and this this was achieved with Bi-LSTM with no scaling. The
same as Attributable the performance of neural network is better than standard deviation of
dataset prices but under no circumstances can these values be used to predict ALCOA prices
since they contain a large percentage of error.

Another interesting observation is that for the I 1000 dataset and Attributable principle the
Random Forest Model has Test error (MSE): 1.3849400000000012 which is a very good result.
This should push us to use simple machine learning algorithms in the future and not to ignore

MSc in Artificial Intelligence & Deep Learning, MSc Thesis
Karidas Dimitris mscaidl-0005. 86



Msc Thesis title: Artificial Intelligence in Pharmaceutical Domain (with emphasis on the data quality).
ALCOA Prediction from Pharmaceutical Industry Line.

them because they might be able to perform better than the most complex deep learning models
for certain datasets and for certain ALCOA.

As we saw our data was quite imbalanced and this seems to have affected the results of
the artificial intelligence models we used. Also, the small range of data values from the time
series seems to have affected the performance of the models used. This happens both production
lines the I 600 and I 1000. Certainly, the designers of the system must give a new escalation to
the data or a new way of recording so that they are not so imbalanced. Also, the designers of the
system must give a new escalation to the data or a new way of recording so that they are not so
invalid. In the short-sighted e.g., and for the I 1000 production line the lowest price is 62 and
the maximum is 95. This could change with a scaling from 0 to 100 or from 0-10. ALCOA
scales must be taken into account by the manufacturers of the system as they in the future should
be ready to be introduced into machine learning models or artificial intelligence. Even from
where we have a lot of imbalanced data such as the contemporaneous and accurate, we can use
here binary classification. This would help us to use other artificial intelligence and machine
learning systems with less and simpler data.

Also, the optimal hyperparameter tuning used did not help enough to make the algorithms
learn better. The results were very close and usually whichever model produced the best results
from the beginning did not change even after the optimal hyperparameter tuning. It generally
did not help the performance of the system at all and this should be taken into account in the
future where more and more data will be added.

Minmax Scaling and Standard Scaling were also done to help some algorithms learn
faster. Scaling the data makes it easier for our model to learn and understand the problem. In the
case of our neural networks, an independent variable with a value spread can lead to a large loss
in training and testing and cause an unstable learning process. As we have seen this worked in
part. The algorithms learned best by reducing the seasons to about 5-10 like we see in GRU at
Contemporaneous in which seem to learn quickly when we apply Standard Scaling while the
GRU continue to learn even after 60 epochs. This certainly offers a trump card in terms of
system performance. Not so much in the level of results but in the possibility of learning if in
the future other such experiments are done with much more data that will have to be collected.

After all this was done, an attempt was made to predict the future ALCOA from the
previous ones, which, as we saw, did not work. None of the four models used performed
properly to make a reliable prediction. The forecasting models could not predict future prices of
ALCOA at all and in fact in the case of the contemporaneous there are chaotic values of
deviation of the order of Test error (MSE): 77.085 for the I 1000 dataset.

It is the nature of the pharmaceutical industry such that even a forecast model with MSE
1.58 like the Bi-LSTM model of Attributable like we have achieved in I 600 when the standard
deviation for our data is 3.34 is quite high value and especially when it comes for ALCOA.
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7  Future Research

As we have seen, the prediction of ALCOA Attributable and Contemporaneous is not
possible with these three neural networks presented in this dissertation. Definitely a suggestion
in the future is to use other learning networks or a combination of these. Also, simple machine
learning algorithms can enter the equation. Maybe they can perform better in some datasets and
certain ALCOA’s. Surely another research should focus on other remaining ALCOA like
Legible, the Original and Accurate with the same neural network that used in this thesis, in order
to predict the future ALCOA’s.

This research has many limitations. Definitely a limitation is the available literature. When
there is no bibliography there is nothing to compare or rely on to continue. There is not much
research on ALCOA and artificial intelligence models. Also, a limitation is the small volume of
data since few pharmaceutical companies have such a system installed for research purposes
only. Also, in terms of data we saw that it is very imbalanced. Certainly no one was ready to
enter data for processing into intelligent and machine learning algorithms. Also, our data was
data from sensors during the production line. What would happen if our data, for example, were
photos or text? There we could use other models of artificial intelligence and machine learning
with better results.

Of course, this graduate is, as we said, something new. An attempt to predict ALCOA’s
from a pharmaceutical derivative line. This may give the impetus for other pharmaceutical
industries to incorporate this system that ensures the timeliness of the data and by extension the
quality of the medicine. It can also encourage other researchers since they will have more data
at their disposal to deal with the prediction of the specific ALCOA’s as well as the other three
that were not mentioned here.

The data generated as we said, during the production process is really a lot. A few of them
are important though. The torch source industry analytics could certainly help in a future
investigation. It could focus, for example, on points that have been shown to have the most
errors or no errors at all. Where the data follows a sequence. Certainly, with our data such a
thing could not be done because the sample was already very small. Certainly, a lot needs to be
done at the level of sample preparation before they are introduced into the models to be tested.
The acronym ALCOA has a bottom-up philosophy, from the base to the top or from the top to
the base or 360 model. Perhaps the data should not have focused only on the production process
but on the production of the raw material before it was imported to the factory. Its completion
can be with the delivery of the drug to the final consumer. There would be other data and
certainly more.

In the light of the importance, we have placed on our data, there is a serious issue of
possible selection bias when sampling our sample. Our sampling strategy explicitly included a
sampling approach from two single production lines, we believed that some significant
development was taking place and some conclusions could be drawn for our research, samples
that have no significance. These two production lines I 1000 and I 600 we do not even know if
they produce the same drug. If they do not produce the same drug, other physicochemical
parameters have, for example, the production of a cream and other physicochemical parameters
have the production of a pill. so we have different alarms. In the case of the production of a pill

the temperature can be ambient temperature so the values in the temperature sensors do not exist
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while in the case of the cream the temperature is higher and the temperature sensors are recorded
normally. This was evident, for example, with some values from some sensors which were
missing.

Perhaps the only case where the prediction can be used for these ALCOA’s and especially
for the Attributable should be investigated whether these models could be used as early
prediction models. A statement if it is to become an anomaly during a production so that we can
intervene 20% -30% faster and take corrective action. This can be important because a corrective
action can save a drug from destroying the entire batch. Something like this should not be
considered negligible. Many drugs cost thousands of euros especially when they are on the
derivative. And the fact that we will be able to intervene before something happens means great
savings for the company that produces it.

Certainly, the ALCOA field has a lot to offer. As we have seen in the literature, artificial
intelligence will be everywhere in a pharmaceutical industry. Quality will also be everywhere
in terms of the pharmaceutical industry, so the marriage of one philosophy with another will
surely take place somewhere with very good results. If the ALCOA acronym is finally adopted
by the pharmaceutical industry and these pharmaceutical companies come together, they can
work as nodes that will feed artificial intelligence algorithms and will be able to draw
conclusions in general or in particular.

With the help of artificial intelligence, we can move from supporting only business goals
to models that ensure the safety, quality and effectiveness of the pharmaceutical product. It
would be a very good start of a very good definition of data governance in pharmaceutical
industries. Effective data management with the help of artificial intelligence will provide added
value, including increasing consistency and confidence in decision-making and improving data
security. It will maximize the potential of the data while minimizing or eliminating the failure
of the result and the repetition of a task or a procedure. The concepts and definitions of data
governance in public authority guidance generally have a rather limited scope in terms of data
integrity and do not cover the broader concept of data quality. This with the help of artificial
intelligence can change and breathe new life into this field.
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Appendix A

Code A | 600 Bi-LSTM GRU LSTM Models.
Appendix B

Code B | 1000 Bi-LSTM GRU LSTM Models.
Appendix C

Code C 1600 Machine Learning Models.
Appendix D

Code D 1 1000 Machine Learning Models.
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